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ABSTRACT
Cultural Heritage is not just about tangible artifacts; it also in-
cludes intangible elements such as personal memories, community
ties, and envisioned futures. Traditional museums and archives
often emphasize physical items like architectural pieces and photos,
while overlooking people’s personal and emotional connections
to cultural heritage. To illustrate the personal connections people
have with cultural heritage sites, we designed an exhibition that
displayed images created by participants, which represent their
perspectives and future visions of cultural heritage sites. The ex-
hibition’s images, generated through GenAI, helped participants
narratively describe cultural heritage locations, allowing them to
express their visions of future threats like over-tourism and climate
change on these sites. Contrary to constraints, co-creating with
Generative AI associates participants with personal memories of
cultural heritage, stimulating personal narratives and promoting
deep reflection on cultural heritage preservation. The dissemination
strategies we designed illustrate the use of GenAI to empower the
expression of matters of cultural value beyond the physical.
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1 INTRODUCTION
Traditionally, museums and archives have focused on preserving
physical cultural heritage elements, such as architectural works,
artworks, and photographs [1, 3]. With the introduction of inter-
active new media forms such as augmented reality (AR) [55] and
eye and gesture interaction technologies [21], they help encourage
navigation of cultural heritage sites and enhance the learning expe-
rience of cultural heritage. However, cultural heritage encompasses
more than just the tangible artifacts that we can see and touch. cul-
tural heritage also includes non-material aspects about how people
engage with these sites, their personal perception of what is hap-
pening to these sites, and how they imagine these places to be in the
future. This intangible information informs us about community
ties and the stories community members tell each other [57].

As posited by the Authorized Heritage Discourse (AHD) theory,
heritage transcends physicality, not just as an object, place, or event,
but as a cultural and social narrative process [56], so it is essential
to protect these intangible narratives as part of the preservation
and dissemination process [21, 24, 39]. Given the increasing threats
to historic buildings and monuments from various unavoidable
factors such as climate change and war [25, 30, 63], preserving
the intangible narratives and knowledge associated with these ar-
chitectural heritages is particularly crucial. This preservation of
stories, traditions, and practices also enables the transmission of
these understandings and narratives to future generations as a form
of enduring preservation [34, 35].

When visitors tour architectural landmarks or museums, their
interaction with these attractions often remains superficial, with a
primary focus on the physical aspects of the heritage. This approach
overlooks the intricate, intangible connections between people and
the potential future challenges these cultural heritage sites may
face. From the exhibition side, while exhibitions devoted to cul-
tural heritage aim to provide immersive experiences [34, 35], it can
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be challenging for visitors to tangibly engage with the intangible
knowledge and reflect upon the future of these cultural legacies.

However, participants in cultural heritage storytelling are gener-
ally not skilled in narrating personal stories and lack the appropriate
tools for effective expression [55]. This highlights the importance
of lowering entry barriers and encouraging sustained personal sto-
rytelling to enrich the diversity of perspectives [62]. Furthermore,
understanding participants’ perceptions and connections to cul-
tural heritage is essential; without this, we cannot impart profound
information to visitors.

Bridging the gap between fleeting visits and meaningful en-
gagement with cultural heritage, technological advancements of
Generative AI(GenAI) offer a unique solution. GenAI allows those
with little technical expertise to create images by using natural
language. GenAI’s ability to recognize patterns in existing data
and generate new and unexpected content empowers novice users
to gain inspiration by directly prompting GenAI models [23, 31].
Given that the data fed into the AI represents a wide spectrum of
viewpoints [51], it has the potential to shape individual narratives
and offers unique visual perspectives during the generative process,
thereby encouraging deeper reflection [15].

While GenAI can generate inspiring ideas through an interactive
methodology, it also possesses the capability to vividly convey
ideas through imagery [15]. In cultural heritage dissemination,
image prowess to convey messages more powerfully than words
aligns perfectly with the need to provoke visitor introspection and
engagement [46, 65]. Consequently, we employed text-to-image
GenAI tools, enabling those with ties and expertise in cultural
heritage within their practice communities to craft visual narratives.
This approach not only showcases the process and the resultant
visuals to the visitors during the exhibition but also invites them
to look beyond cultural heritage’s physical elements, encouraging
a deeper appreciation of its human significance. This leads us to
formulate the following three research questions:

RQ1: How to design a co-creation process and exhibition that
displays participant-generated images fromGenAI conveying personal
narratives?

RQ2: How does using GenAI in narrating and envisioning cultural
heritage impact participants’ understanding and perception of the
heritage site?

RQ3:What are the common behavioral patterns and challenges
that participants face when co-creating with GenAI?

To answer these research questions, we asked participants to
use Midjourney, an accessible text-to-image generation tool, to
compose prompts that reflected their understanding and connection
to cultural heritage. The generative process is iteratively refined by
each participant to promote deeper exploration and expression of
their connections to cultural heritage. We then demonstrated an
exhibition design based on the materials from the interview process,
including the images generated and the interview insights, using
a mobile AR application linked to a projected environment and a
robotic drawing system.

Our contributions are twofold: (1) In the context of cultural her-
itage preservation and dissemination, we explored using GenAI
as a tool for expression and personal narratives. We observed the
patterns of behaviors, tapping and summarizing ideas, and inspi-
ration of participants that emerged from the iterative generative

process. (2) We have revealed the constraints in the process of
GenAI functioning as a co-creation tool for cultural heritage sto-
rytelling and proposed corresponding design considerations. (3)
Instead of showcasing physical fragments and photographs, we de-
signed and prototyped an exhibition strategy to present individuals’
intangible and personal perspectives on places they are connected
to, using innovative exhibition design techniques.

2 RELATEDWORK
2.1 Intangible Value of Cultural Heritage
Museums and archives traditionally prioritize preserving tangible
aspects of cultural heritage, such as architectural models, architec-
tural images, and physical objects like clothes and tools [1, 3]. With
the advent of new and interactive media, fresh opportunities for
cultural heritage exhibitions arise. This is exemplified in projects
like the Pure Land project, which merges high-resolution digital
archaeological data with immersive, interactive displays, offering
unique engagement with sites like the Mogao Caves, a World Her-
itage site [35]. Similarly, Place Hampi provides an interactive 3D
immersive experience of the entire site, allowing viewers to nav-
igate virtually and explore 3D models of Hindu deities. AR has
also been used to enhance this by potentially displaying historical
structures, environments, or additional information alongside cur-
rent real-world environments [34]. These immersive approaches
aim to increase visitor engagement and participation in cultural
heritage exhibitions while expanding the scope beyond traditional
preservation methods.

Yet, the essence of cultural heritage goes beyond its physical
attributes to encompass intangible significance. Despite the increas-
ing prevalence, the exhibition of these intangible heritage aspects
remains relatively scarce in innovative design practices [21]. A
few exhibitions have started to weave personal reflections and
emotions about heritage into their narratives. For example, a collab-
orative audio-visual exhibition featuring four enthusiastic partici-
pants from the tenth UNESCO Youth Forum creates a participatory
space for intercultural dialogue. It presents new narratives of young
people actively preserving and passing on their dynamic living tra-
ditions for present and future generations [4]. While providing a
good way for participants to tell their stories, how visitors engage
with the exhibition to gain access to this intangible information
has not been well designed. Furthermore, previous Museum studies
have also indicated that exhibition visitors appreciate the oppor-
tunity to engage with both the exhibition participants and other
visitors [16, 17]. This also prompts us to consider how to use tech-
nology to foster dynamic relationships between participants and
visitors when exhibiting the intangible value of cultural heritage.
Refocusing on design, a prior study has begun exploring how ex-
hibition design can effectively highlight the intangible values of
cultural heritage [21]. By initially classifying tangible interaction
case studies, this study identifies two design strategies that uti-
lize tangible interaction to enhance visitors’ engagement with the
intangible values of cultural heritage. The first strategy involves
embedding meaning, where sensor-equipped objects are created
to convey the significance of intangible cultural heritage values
through their physical presence. An exemplary illustration of this
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strategy is found in artist Joreige’s "Object de Guerre 1-4" (2000-
2006), an installation that powerfully encapsulates the intangible
heritage of the Lebanese War through participant-selected objects,
accompanied by personal war narratives displayed within glass cab-
inets, each activated upon a visitor’s approach [33]. This approach
resonates with us as it allows visitors to intimately witness partic-
ipants’ narratives through participants’ chosen objects, fostering
a sense of "public intimacy". Embodying meaning is the second
strategy proposed in this study [21]. It suggested utilizing gestures
to convey significance and trigger digital interpretations of artwork.
An example is the Drinking Symposium installation at the Allard
Pierson Museum, where visitors can interact with virtual characters
and replicas of Greek artifacts, fostering engagement with cultural
heritage [58]. This concept encourages the exploration of interac-
tive and participatory methods to appreciate intangible values [40].
Furthuremore, while there are discussions on storytelling intangible
cultural heritage in exhibitions, the existing practice often over-
looks the narrative potential of tangible cultural heritage, such as
buildings and sites [47]. These physical spaces carry our memories
and experiences, representing an untapped domain for exploration
and experimentation within exhibition contexts.

There’s a growing interest in HCI communities to facilitate sto-
rytelling about architectural cultural heritage and how to enhance
the relationship between local architectural cultural heritage sites
and participants. For example, one project involved individuals in
creating augmented stories centered around outdoor cultural her-
itage sites, showcasing AR’s potential in bringing personal stories
associated with these locations to life [55]. Another study intro-
duced Cultural Probes, a storytelling method that employs physical
artifacts like postcards and maps to elicit personal reflections and
connect individuals to local heritage [24]. Additionally, a prior
study introduced Lost State College (LSC), a mobile app exploring
community perceptions and interactions with local cultural her-
itage. LSC offers photos and descriptions of local heritage alongside
user-generated social data like visits, likes, comments, and pho-
tos. Participants utilized these social features to share information,
enhancing accessibility and fostering diverse connections to local
history [27]. These studies utilized text and imagery to forge an
emotional bond between participants and local cultural heritage. It
aligns with prior research demonstrating imagery’s effectiveness
in conveying meaning across various contexts, including tourism,
identity formation, and media representations [65].

Drawing from previous studies, we’re motivated to explore the
crafting of a process that encourages participants to share their ab-
stract thoughts and insights on local cultural heritage. Additionally,
we aim to devise an exhibition format that effectively showcases
these intangible aspects of cultural heritage. Moreover, we aspire to
create an interactive experience for exhibition visitors, leveraging
mediums such as text and imagery to stimulate reflection on the
significance and trajectory of cultural heritage.

2.2 Expressing and Creating with Generative AI
GenAI tools like GPT1, PaLM 22, MidJourney3, and Stable Diffu-
sion [53]), has gained increased integration into our lives. These
tools can create human-like text and images from natural language
prompts, excel in domains like image generation [14, 52, 54] product
design [15, 31, 41], and fashion design [32, 66]. These applications of
GenAI have underscored its use in supporting creativity in human-
AI co-creation tasks [48, 54, 60]. For example, ReelFramer [64], a
GenAI tool, assists journalists in creating social media reels by
converting news articles into scripts and storyboards. In this col-
laborative process, AI rapidly generates ideas and prototypes while
humans oversee each step, ensuring content coherence and appro-
priateness.

Compared to text-to-text generation tools, text-to-image genera-
tors are convenient in ideation processes because they can quickly
produce images [51], which enables real-time visual communica-
tion beyond the vagueness of text output [38]. This visualization
ability of AI image generator has been used for architectural de-
sign [49], visually-guided open-ended story-creation [69], and art
proposal design [15]. The interaction between AI image generation
tools and humans can be depicted as a two-way search, visually il-
lustrated through the feedback exchanged, facilitating participants’
conceptualizations and expression [15]. Earlier research introduced
crea.blender SDG, an AI image generation game, revealing AI im-
ages’ capacity to enable users to depict feelings of both anxiety and
hope for the future. This study underscores that user-generated AI
images effectively convey these sentiments to audiences beyond
their creators [52], emphasizing the communicative power of text-
to-image generation tools in expressing participants’ intentions.

Another advantage of AI image generation tools is that they can
assist in image reference searches, expanding ideas, and drawing in-
spiration from unconventional, out-of-the-box examples [38]. This
ability of AI tools can provide fresh perspectives, fueling creativ-
ity [15]. For instance, in a speculative design workshop where AI
was used to create utopian structures, researchers observed that the
unexpectedness of AI-generate images led creators in new, valuable
directions for ideation. The difference between the participants’
expected outputs and the AI-generated images facilitated new in-
sights [23]. Likewise, a previous study examined AI uncertainty
through a phenomenological lens, highlighting the significance of
data noise and model variance in creative design. This research
proposes that embracing uncertainty in decision-making can serve
as a valuable design element, providing opportunities to develop
artifacts and scenarios that capitalize on these distinctive character-
istics [8]. The unpredictability introduced by AI can be understood
as unintended ambiguity and imperfections in AI-generated images,
which can stimulate deeper interpretation and the discovery of new
insights among participants [15].

Drawing from insights in the literature, we posit that text-to-
image tools facilitate the presentation of inspiring concepts through
interactive processes and expressive visualization. These tools em-
power non-experts to visually articulate their insights, connections,
and relationships with artifacts, moving beyond mere description

1https://openai.com/gpt-4
2https://ai.google/discover/palm2/
3https://www.midjourney.com/

https://openai.com/gpt-4
https://ai.google/discover/palm2/
https://www.midjourney.com/
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Exp.
No. GenderAge Heritage Type Threat Type

1 Male 24 The Forbidden City The Forbidden City is on fire.
2 Male 23 The Forbidden City The increased population due to tourism leads to the oxidation of the Forbidden City.
3 Female 49 The Forbidden City High tourist numbers contribute to wear and tear of the Forbidden City
4 Female 21 Beijing Drum Tower Inflexible commercialization without adapting to local conditions
5 Male 24 The Hanging Temple in

China
Structural aging and other reasons caused the Hanging Temple to be damaged or even

collapsed.
6 Female 23 Milan Cathedral Milan Cathedral collapses due to hidden structural issues.
7 Female 27 The Forbidden City Excessive development of tourism in the Forbidden City
8 Female 27 The Colosseum of

Rome
The Colosseum of Rome was hit and submerged by the torrential rain

9 Female 24 Historical Centre (Old
Town) of Tallinn

Historical Centre (Old Town) of Tallinn fall off over time or because of the
humidity/over-tourism of Historical Centre (Old Town) of Tallinn

10 Female 24 Lijiang Old Town Over-tourism and an influx of visitors are harming the local cultural ambiance of Lijiang
Old Town.

11 Female 23 The British Museum The British Museum is on fire
12 Female 25 The Temple of Heaven

in Beijing
The Temple of Heaven in Beijing was completely submerged by the sudden flood

13 Male 20 Dayan Pagoda Dayan Pagoda in Xi’an suffered from over-tourism
14 Female 32 The Mogao Grottoes The Mogao Grottoes change after the wind was eroded by sand
15 Female 30 State Theatre (North

Point)
State Theatre (North Point) in Hong Kong is on fire

Table 1: Summary of cultural heritage threat choices of participants with demographics.

to tangible, prototypable outcomes that others can comprehend and
share. In the realm of cultural heritage dissemination, this ability
of pictures to "speak more than a thousand words" is exactly the
trigger needed for visitor reflection and engagement [46, 65]. Hence,
we employed text-to-image GenAI tools, enabling participants to
craft images deeply connected to local cultural heritage sites within
their communities of practice. The images, alongside their creation
process, were intended for exhibition dissemination. This approach
sought to move beyond the tangible aspects of cultural heritage,
bridging the connection from participants to exhibition visitors.

3 METHODS OF CO-CREATION PROCESS
We interviewed and observed participants engaged in the process
of using GenAI to explore personal storytelling related to cultural
heritage. This process was conducted online using virtual meeting
platforms (Zoom and Tencent). Each session lasted approximately
one hour and included one participant and two researchers. One
researcher was responsible for conducting the semi-structured in-
terviews. At the same time, due to some participants lacking ac-
cessibility to the GenAI tool, another researcher was tasked with
copying the participants’ prompts sent via the online meeting chat-
box while sharing the real-time output of the GenAI tool.

We chose Midjourney as our text-to-image generation tool be-
cause of its user-friendly interface and flexibility, making it ideal
for participants new to GenAI when expressing cultural heritage
narratives. Midjourney’s natural language interaction and flexible
prompt requirements also simplify its usage. [13, 22, 50].

3.1 Participants
We recruited 15 participants (11 females, 4 males) whose ages
ranged from 20 to 49 years, with an average of 26 years. 10 partic-
ipants resided in Asia, while 5 resided in Europe. No participant
had extensive previous experience with any GenAI tools, including
Midjourney, except P10, who previously used ChatGPT on two oc-
casions. A recruitment notice has been shared within the WeChat
community, inviting individuals passionate about cultural heritage
preservation to participate in research exploring the intersection
of cultural heritage and GenAI. The participants we recruited were
Chinese speakers who could speak English (detailed demographic
information in Table1). All participants possessed at least an under-
graduate degree. Specifically, 10 participants held master’s degrees,
while 1 participant held a doctorate degree. Of the total, 11 were
students, and 4 were employed. Notably, Participants 1, 5, 6, and
14 came from fields closely associated with cultural heritage pro-
tection, including urban and rural development, architecture, and
heritage preservation.

Since Midjourney only accepts English prompts, as our partici-
pants are not all native English speakers, we allowed participants to
utilize translators for editing prompts, enabling them to accurately
convey the meaning of the content expressed initially in Chinese
into English. Two researchers are also responsible for the accuracy
and grammatical integrity of the translations to maintain fluency
without altering the original intent of their prompts.

Ethical approval for all research procedures was obtained from
the university’s Institutional Review Board (IRB), and informed
consent was obtained from all participants. The use of anonymized
data was ensured to protect participants’ privacy. Additionally,
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Prompts: Excessive development 
of tourism in the Forbidden City 
will cause damage to the building, 
the color of the wall will fall off, 
the building will still lose its color, 
and all the details of the 
decoration will be lost.

Prompts: Excessive development 
of tourism in the Forbidden City 
will cause damage to the building, 
and the buildings and furnishings 
in the palace will also be eroded 
due to long-term exposure to 
flashing lights.

Prompts: Excessive development 
of tourism in the Forbidden City 
will cause damage to the building, 
the color of the wall will fall off, 
the building will still lose its color, 
all the details of the decoration 
will be lost, and the plaque will be 
lost or damaged.

Prompts: From Indoor perspective 
of the Forbidden City, excessive 
development of tourism in the 
Forbidden City will damage the 
building, the color of the wall will 
fall off, the building is still there but 
loses its color, and all the details of 
the decoration are lost. From the 
perspective of the interior of the 
building, the tables, chairs and 
furniture are seriously damaged, 
and the decoration is lost.

Prompts: Excessive development 
of tourism in the Forbidden City 
will cause damage to the building, 
the color of the wall will fall off, 
the building will still lose its color, 
the details of the decoration will 
be lost, the internal beams will be 
damaged, and the tables and 
chairs will be broken.

（1） （2） （3） （4） （5）

Specific CH and 
threat type choice

Co-creation with 
GenAl

Semi-structured 
interview

repeated iterations of prompts up to five times

Interview method:

Photo elicitation

Figure 1: The workflow of the co-creation process and examples from P7, showcasing the co-creation process with GenAI,
featuring images generated from start to finish along with their respective prompts.

participants received a USD $10 compensation upon completion of
the interview.

3.2 Co-creation Process Procedure Design
We requested participants to choose a local cultural heritage site
with which they feel a strong personal connection. This could be a
site located in their residence or one they have visited, especially
one that left a lasting impression on them. Our approach is grounded
in the belief that personal connections allow participants to develop
profound insights into physical sites and their own relationships
with them. Building on the success of strategies likemobile apps and
AR in enhancing cultural heritage storytelling and strengthening
connections with local heritage sites [24, 27], we investigate how
GenAI, as a technical tool, can further enrich these connections.
Given the pressing challenges facing architectural cultural heritage
sites, such as destruction, inadequate maintenance, over-tourism,
and climate change [2, 59, 61], participants were prompted to con-
sider the importance of cultural heritage preservation during the
task [5]. They were tasked with imagining potential future threats
to their chosen cultural heritage sites, drawing from their own
experiences, and describing these scenarios in natural language to
serve as prompts for the image generation process. To facilitate
this process, we provided examples of common threats, including
tsunamis, floods, extreme temperatures, over-commercialization,
and conflict, as documented in previous literature [12]. This ap-
proach aimed to engage participants by generating images that

depict potential future scenarios of cultural heritage under threat,
fostering speculative reflection on their future.

To ensure that participants’ envisioned scenarios align with the
AI-generated images, we permitted up to five rounds of prompt
modifications. Previous research has demonstrated that people’s
perceptions may change after viewing AI-generated images, po-
tentially diverging from their initial prompts [23]. This iterative
process acknowledges the potential for evolving expectations and
prompts participants to refine their prompts based on reflections
from previous image generations. Before each subsequent gen-
eration, participants are encouraged to evaluate any disparities
between their envisioned scenarios and the AI-generated images
from the previous round, prompting them to adjust their prompts
accordingly.

After each image generation, we conducted semi-structured in-
terviews with participants. Utilizing the photo-elicitation method
[28, 29], we leveraged the unique ability of photographs to evoke
information, emotions, and memories through their specific repre-
sentations. This involved using AI-generated images to prompt re-
actions and responses from participants in each round. Initially, we
asked participants to describe their observations from the generated
images. Depending on their initial responses, we asked questions
about any disparities between the images and their expectations.
We also asked for suggestions on how subsequent prompts could
better align with their vision. Furthermore, we encouraged par-
ticipants to share thoughts or ideas about the cultural heritage
depicted in the images or their interpretation of cultural heritage
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Prompts: The Dunhuang Grottoes 
have been eroded due to natural 
factors, and only the outline of the 
sculpture can be seen roughly, with 
uneven edges and traces of potholes

Prompts: The contours of the 
sculptures in Dunhuang Grottoes are 
incomplete, the surface of the gravel 
rock is uneven and partially broken, 
the Chinese mineral pigments on the 
surface are partially faded, peeled 
off, and mildewed, and the Chinese 
mineral pigments on the surface are 
scaly and peeled off

（4）

Prompts: The main building of the 
Forbidden City, most of the palace's 
appearance , low 
saturated colors,  
and collapsed buildings. 

, and some 
 close-

up shots.

has reduced gloss
damaged buildings,

The roads 
between the palaces are a little 
dilapidated buildings are 
partially damaged. Dull colors,

Prompts: The buildings of the 
Forbidden City oxidized over time; 
the damage caused by the large 
tourist population

（3）

Prompts: Changes to the Drum 
Tower in Beijing include possible 
addition of modern elements to 
the original building, resulting in a 
combination of ancient and 
modern architectural elements. 
Surrounded by many modern 
shops. Brand new roads and 
transportation facilities.

Prompts:  
and tourists in the Beijing Drum 
Tower. The original appearance 
of the Beijing Drum Tower is 
maintained. The main body of 
the building has been renovated. 
Only the buildings around the 
Drum Tower have become 
modern. 

There are no people

There are many tourists, 
vehicles and modern shops 
around the Drum Tower.

（2）

Prompts: The destruction of the 
Beijing Drum Tower may include 
the addition of modern elements 
to the original building, resulting 
in a combination of ancient and 
modern buildings. In addition, 
some parts may be damaged and 
repaired with modern technology 
to add modern elements.

Prompts: Colosseum of rome 
damaged by torrential rain, 
Colosseum hit, flooded by 
torrential rain

Prompts: The Colosseum of rome 
was hit and submerged by the 
torrential rain, and the interior of 
the Colosseum was submerged 
by floods and torrential rain. 

 in the 
interior leaked out of the water, 

Only 
a little bit of the ruins

and the water was very cloudy. 

Stones
Ruins

（1）

None 
people

Many 
people

Figure 2: In this generation process, the modification involves changing and enriching details and narrative descriptions. Text
displaying the prompts provided by participants and the corresponding AI-generated images. Blue denotes expressions of
details modified during the generation process, while red signifies the narratives of added details.

preservation. Following the entire generation process, participants
were asked about the most challenging aspects of their interaction
with GenAI and the strategies they employed to overcome these
challenges.

We applied grounded theory to qualitatively analyze the inter-
view data and the corresponding image and prompt data in the
co-creation process with GenAI [20] using the following procedure:
(1) Two authors read interview transcripts multiple times to become
familiar with the data; (2) Two authors identified thematic topics
and common features in the collected data together; (3) The two
authors conducted a comprehensive review of the thematic topic
to delineate sub-themes. They further examined the qualitative
findings from the interviews and the corresponding images and
prompts sequence to identify any correlations between them. (4)
One author meticulously refined and labeled all the subthemes and

presented the findings concerning our research questions. Addition-
ally, they utilized corresponding AI-generated images and prompts
to supplement the qualitative data, providing further elucidation.

4 RESULTS OF CO-CREATION PROCESS
4.1 Reviving Memories and Expanding Cultural

Heritage Narratives through Interaction
with GenAI

In this section, our analysis revealed a fascinating interplay be-
tween GenAI co-creation and participants’ deep-seated memories
of cultural heritage sites. This dynamic engagement prompted par-
ticipants to iteratively refine their cultural heritage descriptions,
driven by past experiences and personal connections. In the process,
they corrected inaccuracies and infused their narratives with rich,



Being Eroded, Piece by Piece DIS ’24, July 1–5, 2024, IT University of Copenhagen, Denmark

Talin Ancient City street scene. Talin Ancient City bird's-eye view scene.

The Talin 
Ancient City 
damaged by 

humidity

Change of Perspective

The Temple 
of Heaven 

submerged in 
floodwaters

 Non-realistic style Realistic style

Change of Style

Over-tourism 
destory 
Palace 

Museum

Outdoor of Palace Museum Indoor of Palace Museum

Prompts: 

 of the 

Forbidden City, excessive 
development of tourism in the 
Forbidden City will damage the 
building, the color of the wall will 
fall off, the building is still there but 
loses its color, and all the details of 
the decoration are lost. From the 
perspective of the interior of the 
building, the tables, chairs and 
furniture are seriously damaged, 
and the decoration is lost.

From the indoor perspective
Prompts: 

Excessive development of tourism 
in the Forbidden City will cause 
damage to the building, the color 
of the wall will fall off, the building 
will still lose its color, all the 
details of the decoration will be 
lost, and the plaque will be lost or 
damaged.

Figure 3: (Above) Images of the ancient city in Tallinn, as imagined by P9, indicating a change in the perspective of looking
at the cultural heritage site. Text illustrating the prompt used by P7, which was changed to unveil the indoor views of the
Forbidden City. (Below) The changing of styles by P12 makes the presentation of cultural heritage specific.

beyond-the-surface elements, delving into the essence of cultural
heritage. This exploratory journey through diverse perspectives
underscored GenAI’s potential in unveiling the layers of intangi-
ble understanding tied to cultural heritage, as participants wove
personal stories and reflections into their visualizations.

4.1.1 Detail-Oriented Narrative Refinement of cultural heritage.
The first behavioral pattern we observed was the participants notic-
ing details of the heritage in the GenAI-created images that do not
match their memories. For example, P8 iteratively modified the
prompts to include specific information like "just a bit of the ruins
peeking out of the water", to change the point in the images where
it depicted stones instead of ruins, which is inconsistent with the
scenes in his recollection (Figure.2 (1)). Other cases of modifying
the details in the images also included adjusting structural and

environmental information, such as road widths (P5, P9, P6) and
wall colors (P4).

Despite the participants adjusting details, the images generated
by GenAI often included elements beyond the initial prompts, such
as the representation and expression of the environment, which
might not have been present in the participants’ original descrip-
tions. This motivated them to revise their prompts further to adjust
their vision for future scenarios of cultural heritage that differed
from the GenAI output (Figure.2 (2)). For example, as P4 said,

P4: "While I initially only envisioned the appearance
of the Drum Tower alone, the image included scenes
around the Drum Tower. Consequently, my subsequent
prompts included more descriptions of the surroundings
and added prompts like "Surrounded by many modern
shops. Brand new roads and transportation facilities".
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Aunties dancing in the square of the Big Wild Goose PagodaThe Roman Colosseum under the setting sun

(2)(1)

Figure 4: (1)The AI-generated image evoked memories of P8’s past visit to the Roman Colosseum. (2)The AI-generated image
sparked P13’s recollections of the public dancing in the square before the Dayan Pagoda.

At the same time, I see people in the drum tower in
the AI-generated images, but in reality, people aren’t
allowed inside the Drum Tower, so I want to add ’no
people’.".

Participants gave further specifications of fine details previously
not considered by them after observing the images generated by
GenAI. For instance, while envisioning a scenario of the Forbidden
City suffering wear and tear due to excessive tourism, P3 expanded
on the description with detailed specification of colors and envi-
ronments of cultural heritage(Figure.2(3)). Similarly, P14 further
elaborated on the style and specific details of the deterioration of
the statues in the Mogao Grottoes (Figure.2(4)).

This process not only highlights GenAI’s role in enhancing narra-
tive precision but also underscores its potential in capturing the nu-
anced, often intangible, connections individuals have with cultural
heritage. Each modification served as a testament to the partici-
pants’ desire to accurately represent their intangible understanding
to these heritage sites.

4.1.2 Expanding Perspectives on Cultural Heritage Narratives. Be-
yond refining details, participants expanded cultural heritage nar-
ratives by adopting diverse perspectives, enriching the cultural
heritage storytelling fabric. This included altering viewpoints and
styles to capture the multifaceted essence of cultural heritage sites.
For example, P7 expressed that in addition to generating images of
the exterior of the Palace Museum, she also wanted to see scenes
from inside the Palace Museum. Therefore, she added ’From the
indoor perspective’ to her prompts to explore more cultural her-
itage narratives. Similarly, P9 explored the ancient city of Tallinn,
moving from street views to bird-view views of the city( Figure.3).
She expressed her motivation as follows,

P7: "After seeing the AI-generated images, I thought AI
could present me with scenes I couldn’t see during my
real-life visit. Because the real-life ancient city of Tallinn
is near the sea, the scene must have been beautiful and
spectacular. Still, when I visited there, I didn’t have a
drone to see the scene, so I wanted to see what the bird-
view ancient city of Tallinn looked like with GenAI’s
capability."

In addition to perspective changes, participants also varied the
style of the images generated by prompting. P12 felt that the non-
realistic depiction of the Temple of Heaven during a flood failed to
portray the cultural heritage accurately. Therefore, she introduced
"realist style" prompts to alter the image’s aesthetic approach.

These narrative expansions reflect a deeper engagement with
cultural heritage facilitated by GenAI, where participants explored
unseen or unconsidered aspects of cultural heritage, revealing the
technology’s potential to broaden our understanding and apprecia-
tion of cultural heritage through new, imaginative visions.

4.1.3 Triggering Personal Storytelling. After viewing the GenAI-
created images, participants were inspired to connect the scenes
in the images to their own heritage-related experiences, leading
them to share personal stories about heritage. For example, after
P8 saw the image of the flooded Colosseum of Rome generated
by Midjourney, she recalled being impressed by the sight of the
Colosseum at sunset during her visit,

P8: "Seeing GenAI’s depiction of the Roman Colosseum
flooded at sunset reminded me of my visit there. The
grandeur of the Colosseum, bathed in the evening sun
as portrayed by GenAI, echoed my experience of leaving
the site at dusk, a moment that profoundly impacted
me. This experience and the GenAI scene also reinforced
my belief in the resilience and possibility of rebuilding
after disasters."(Figure.4(1))

P13 exhibited a similar reaction. Upon viewing theGenAI-generated
scene of the Dayan Pagoda at night, he was reminded of past ex-
periences of seeing a crowd dancing in the square in front of the
pagoda,

P13: "The AI-generated image brings to mind my previ-
ous nighttime walks past the Dayan Pagoda square. The
scene is lively with many people dancing to music blar-
ing from loudspeakers, a noise that, each time, seems to
erode the pagoda’s inherent tranquility."(Figure.4(2))

In a similar vein, P5 reminisced about a previous trip to the Hanging
Temple, where crowds of people journeyed along the narrow cliff-
side pathway together. This pattern of behavior is also mirrored in



Being Eroded, Piece by Piece DIS ’24, July 1–5, 2024, IT University of Copenhagen, Denmark

style 

m
atches

Prompts: There are no people and tourists in the 
Beijing Drum Tower. The original appearance of the 
Beijing Drum Tower is maintained. The main body of 
the building has been renovated. Beijing Drum Tower 

. There are many tourists and traffic jams on 
the narrow intersection beside the Drum Tower, 
causing chaos around.

is surrounded by messy modern shops of different 
styles

style 

m
atches

Style matches

Did not show as expected 

(1)

Unexpected oases

Souvenir stores that do not correspond to reality 
make participantsants think that souvenir sales in 
the Old City should retain their style and character.

Unexpected neon lamp

Accidentally generated scenes of the Forbidden City 
in a lush forest allow participantsants to reflect on 
CH if no one asks for it.

(2)

(4) (5)

(3)

Figure 5: Unexpected results in AI-generated images allow participants to rethink heritage conservation and give participants
new inspirations. (1)The AI-generated images diverged from P4’s anticipations, depicting the environments of cultural heritage
sites with a style echoing the Drum Tower. This led participants to reflect on whether this approach represents a viable
method for commercialization. (2)(3)The images contained details that diverged from the participants’ expectations, with
these deviations from reality prompting reflections on strategies for cultural heritage preservation. (4)(5)The scene in the
AI-generated images, which are different from the actual scene, makes P2 and P11 reflect on cultural heritage preservation.

P9’s account of a shopping outing at a souvenir store in the quaint
old town of Tallinn.

These personal narratives enrich participants’ memory of cul-
tural heritage and highlight the potential of GenAI in fostering a
deeper, more personal understanding of cultural heritage.

4.2 Insights and Reflections about Cultural
Heritage Protection through Interaction
with GenAI

Furthermore, interactions with GenAI have proven to be a rich
source of insights and reflections on cultural heritage protection,

triggering significant emotional impact among participants. Through
the lens of GenAI, individuals could visualize and reconsider aspects
of heritage preservation in ways that traditional methods had not
allowed, revealing the nuanced and often overlooked dimensions
of cultural conservation.

4.2.1 Unexpected Results Spark Reinterpretation and Reflection.
The power of GenAI to surprise and challenge preconceptions was
evident in its generation of images containing details and scenarios
beyond participants’ expectations. For instance, when examining a
GenAI-generated image, P14 noticed a representation of the Mogao
Grottoes experiencing erosion, accompanied by an oasis in front of
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the caves. However, as no natural oases surround the real Mogao
Grottoes, she omitted this detail from her prompts. Nonetheless,
upon observing it, she suggested that planting trees around the
grottoes could serve as a viable conservation strategy(Figure.5(3)).
Similarly, P4, with her local understanding of Beijing’s Drum Tower
and concerns about its over-commercialization, finds inspiration in
a GenAI-generated image of this site,

P4: "The thoughtful integration of elements like lanterns
and umbrellas in the streets, matching the style of the
Drum Tower in the AI-generated image. It starkly con-
trasts the haphazard commercialization when I visit
Drum Tower, as indicated in prompts "messy modern
shops of different styles". However, I think it suggests
that in real-life commercial developments, especially in
areas surrounding cultural heritage sites, efforts should
be made to ensure that elements like umbrellas and
shops are in harmony with the cultural heritage site’s
aesthetics and ambiance, thereby maintaining a bal-
ance between modern commerce and historical preser-
vation."(Figure.5(1))

During iterative generative prompting, P4 also saw anAI-generated
image that depicted the Drum Tower adorned with neon lights, a
detail not specified in the prompts. This led P4 to comment:

P4: "Currently, the Drum Tower doesn’t have such dec-
orations in real life, but some ancient buildings are
already outfitted with neon lights. I believe if the Drum
Tower were to be decorated in this way in reality, it
would certainly be a form of destruction."(Figure.5(2))

This response reflects a concern for maintaining the historical au-
thenticity of cultural heritage sites amidst modernization efforts
after seeing the unexpected results from GenAI.

In addition to unexpected details, GenAI-created images also
contained unforeseen scenarios that prompted reflection among
participants. For example, P7 encountered a scene depicting the For-
bidden City obscured by trees while generating images. For her, this
image evoked a sense of isolation in the Forbidden City, conveying
a lonely atmosphere. It led her to reflect that although over-tourism
should be avoided, cultural heritage sites being ignored is not an
ideal state either, highlighting the need to find a balance between
overwhelming tourism and complete neglect (Figure.5(4)). Sim-
ilarly, while generating images of the streets of the old town of
Tallinn, P9 saw a close-up of souvenir shops:

P9: "In the AI-generated images, the items in these shops
differ from what is typically sold in Tallinn’s souvenir
stores; they resemble the generic merchandise found in
overly commercialized European souvenir shops. How-
ever, this doesn’t seem like a good approach to com-
mercialization. Each old town has its unique character,
and I believe the products sold should reflect the local
distinctiveness."(Figure.5(5))

These instances highlight GenAI’s distinct capacity to stimulate
contemplation and ignite inventive approaches to heritage preser-
vation through the presentation of visual narratives that transcend
the conventional perception of cultural heritage sites.

4.2.2 The Role of AI-Generated Images in Raising Public Awareness.
Beyond unexpected scenarios and details, after viewing cultural
heritage scenes generated by GenAI, most participants expressed
shock by the depicted cultural heritage under threat scenarios in
AI-generated images. They expressed concerns about the future
of sites they hold personal connections to, highlighting GenAI’s
ability to raise public awareness visually. For instance, P11, who had
never experienced a fire, was impressed by the image of the British
Museum engulfed in flames. She noted that the AI-generated images
had a strong visual impact when considering the tragic destruction
of invaluable artifacts and the grim possibility that such heritage
sites might only exist in memory one day. P7, upon viewing the
Forbidden City overwhelmed by excessive tourism, commented:

P7: "The images of crowds engulfing the Forbidden City
struck me, vividly portraying cultural heritage being
devoured like a vast cake by endless swarms of ants. It
felt as if the Forbidden City was being eroded, piece by
piece, by the relentless flow of visitors."

These scenarios of cultural heritage under threat generated by
GenAI resonated with participants, demonstrating the potential
of GenAI in raising public awareness about the challenges facing
cultural heritage.

4.3 Cognitive Engagement with Constraints of
the Generative Process

In this section, we highlight the challenges participants face in co-
creating with GenAI, including issues with identifying keywords
for prompting, lack of consistency, the need for adherence to real-
world logic, and cultural biases in generated images.

4.3.1 Challenges in Identifying Keywords within Prompts. Five par-
ticipants described the necessity of prompt modification due to
GenAI’s limited understanding of "specific keywords" and its lack
of effectiveness in executing precise prompt instructions.

P5: "I added some prompts “blend modern elements
into the ancient building” to incorporate modern el-
ements into the tower. However, Midjourney interpreted
it as a direct attempt to modernize the cultural heritage
through reconstruction. It seems that "blend elements"
is particularly difficult for Midjourney to understand."

Participants noted that some words used in the prompts are
not reflected in the images generated. Moreover, for some cultural
heritage sites such as the Dayan Pagoda, Midjourney is not able to
present the form of the shape of the architectural cultural heritage
correctly:

P13: "I’ve generated the appearance of the Dayan Pagoda
several times but found that it doesn’t quite match the
actual form of the pagoda itself. Sometimes, the main
body is correct, but the eaves and the number of floors
are inaccurate. I guess this might be because Midjour-
ney fails to recognize the keyword "Dayan Pagoda" and
only identifies the word "Pagoda" instead."(Figure.7(3))

The inability to recognize keywords is one of the main reasons
why participants modify prompts, and a few participants modify
them repeatedly and are still not too satisfied with the effect of
the images. For instance, when P12 wanted to generate a scene
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The British Museum 
on fire 

The Forbidden City damaged due to 
excessive tourism  

The Roman Colosseum 
submerged in a flood 

Dunhuang Mogao Caves 
eroded by wind and sand 

(1) (2) (3) (4)

Figure 6: Enhancing participants’ awareness of cultural heritage protection through AI-generated images of threatened sites.

(3)

Prompts: The Temple of Heaven in Beijing 

. There were ruins 
of buildings and various debris in the 
water

sank to the bottom of the water and was 
completely submerged

Prompts: The Temple of Heaven in Beijing 
was  by the 
sudden flood, and there were ruins of 
buildings and various debris in the water

completely submerged
Prompts: At night, Lijiang Old Town has a 
commercial atmosphere. There are many 
drinking people, 

. A lot of weird people. Late at 
night, there were crowds of people on 
the street. There are those who set up 
stalls, count tarot cards, and sell photos.

many drunkards in a 
mess, and the drunkards are wandering 
around

Prompts: The commercial atmosphere of 
Lijiang Old Town has a lot of drinking 
people, a lot of messy drunkards, and 
drunkards are wandering around. A lot of 
weird people.

(1) (2)

Figure 7: (1) When generating the scene of the Temple of Heaven being flooded, the word "completely submerged" is not well
recognized. Still, after modifying the keywords (the red text is the modified keyword), the result is satisfactory to P12. (2)
Even after expanding the description and repeatedly modifying it, the image generated by AI does not reflect the participants’
description (in red text). (3)The morphology of the Dayan Pagoda generated by P13 changed during each generation, but none
of them accurately reflected the true morphology of the Dayan Pagoda.
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Prompts: The Mogao Grottoes were 
attacked by environmental pollutants 
such as sandstorms, dust, and acid 
rain, which caused the surface of 
sculptures and murals to peel off, peel 
off, and lose color.

Prompts: The Mogao Grottoes were 
attacked by environmental pollutants 
such as sandstorms, dust, and acid 
rain, which caused the surface of 
sculptures and murals to peel off and 
fall off.

Prompts: Over-tourism in Lijing Old 
Town.  in 
the ancient city of Lijiang, in addition to 
having different skin colors, also dress 
differently, because they 

, some of them may wear 
headscarves and some may wear UAE 
robes.

 People of different skin colors

have different 
cultures

Prompts: Over-tourism in Lijing Old 
Town.  in 
Lijiang Old Town

People of different skin colors

(1) (2)

Figure 8: (1) The face of the generated character is considered to have stereotypes by P10; (2) The sculptures of the Mogao Caves
in Dunhuang are considered by P14 to incorporate elements from other cultures, which is misinformation.

of the Temple of Heaven being completely submerged in water,
she found that the term "completely submerged" did not convey
the desired depiction of the Temple of Heaven being fully under-
water. However, the situation changed when she changed the de-
scription to "sank to the bottom of the water and was completely
submerged(Figure.7(1)). A similar case is that P10 repeatedly mod-
ified prompts to generate a scene of the ancient town of Lijiang
with many drunkards in the streets. Still, the images produced de-
picted the town in its usual state(Figure.7(2)). This left P14 quite
disappointed. This demonstrates that for beginners using AI image
generation tools, the inability to correctly use prompts and provide
keywords that the generation tools can recognize may affect their
experience.

4.3.2 Inconsistency in Conveying Participants’ Intentions. We found
that the ability of AI-generated images to convey participants’ in-
tentions in the image sequences was lacking, leading to strategic
prompting to adjust for the lack of consistency.

P6: "In the set of images in the last round, poles were
supporting the Hanging Temple. However, those poles
are absent in the images generated in this round, mak-
ing the temple seem to float halfway up the mountain.
So, I had to adjust the prompts to return the previous
architectural structure shown in the earlier steps, which
is correct. Sometimes, even with the same prompts, it’s
difficult to reproduce specific details correctly from pre-
viously generated images."

P3 also mentioned this when she prompted regarding the degree of
wear and tear in the Forbidden City. Even though the prompts to de-
scribe the extent of the damage have not been changed, sometimes
the extent of cultural heritage damage is considered by partici-
pants to be too out of line or too little compared with expecta-
tions(Figure.1(3)).

4.3.3 Resolving Contradictions to Real-World Logic. Participants
reported that the logical relationships among depicted elements
in GenAI-generated images contradicted real-world logic. Upon
encountering this, participants attempted to change prompts to
resolve such contradictions and ensure alignment with the logical
progression of real-world scenarios.

P14: "In the AI-generated image, the depiction of the
Mogao Grottoes fading while still retaining a smooth
surface appears illogical. In actuality, wind and sand
erosion would alter the texture, making it impossible for
just the color to fade. This discrepancy prompted me to
enhance the scene by adjusting details such as material
and color to create a more realistic portrayal."

This was also expressed in P13’s attempt to generate a scene of
the Dayan Pagoda suffering from an earthquake. The AI-generated
scene depicted the lower part of the pagoda collapsing severely
while the upper part remained intact, which contradicts the logic of
how earthquakes affect buildings in reality. Similarly, in the scene
generated by P2 of the Forbidden City buildings being oxidized, one
image showed some areas in ruins. In contrast, others were very
neat and smooth, lacking consistency in the depiction. This dissat-
isfaction with the results also spurred them to further iterations in
the generative process.

4.3.4 Bias brought by GenAI tools. In a few cases during the gener-
ation process, participants also expressed concerns that the images
generated by GenAI might be biased. For example, P10 found that
while attempting to generate scenes of diverse people in Lijiang Old
Town, no matter how she modified the prompts, the faces in the im-
ages were consistently stereotypes of Asian features, as perceived
by her:
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P10: "My vision is a diverse mix of tourists from dif-
ferent racial backgrounds. However, the AI predom-
inantly generated images with stereotypical yellow-
skinned Chinese characters, failing to reflect the diver-
sity I prompted. And I think AI seems to represent Asian
characters with stereotypical Western perceptions, por-
traying them with exaggerated wrinkles."(Figure.8(1))

A similar case is that P14 pointed out an issue with the repre-
sentation of the Buddha figures in the Dunhuang Mogao Grottoes.
According to P14, the AI-generated images blended elements from
various cultural interpretations of Buddha, incorporating details
that are not characteristic of the Dunhuang style but are instead
derived from other religious cultures(Figure.8(2)). From her point
of view, this misrepresentation risks distorting users’ understand-
ing of specific cultural artifacts and could inadvertently contribute
to the spread of cultural stereotypes.

5 EXHIBITION DESIGN
To express the intangible relationships, stories, perceptions, and con-
nections of people with cultural heritage instead of their physical
forms, we also explored designing and prototyping two strategies
to exhibit the GenAI process outcomes from participants stated in
the previous section to visitors. One strategy we designed involves
a physical drawing robot to sketch out a hand-drawn version of
the previously generated images so that visitors can see a tangible
manifestation of the GenAI process that they can post on the wall
or take home with them. The other strategy uses projection on a
3D model of physical landscapes to show the environment that
cultural heritage sites occupy. In both strategies, the drawn images
and the 3D landscape contain AR markers that allow visitors to
see the previously Midjourney-generated images associated with
the particular cultural heritage created by the participants. Thus,
visitors connect with the participants’ personal histories and fu-
ture perceptions regarding cultural heritage, expanding beyond
historical knowledge to understand people’s relationships with and
expectations about the future of these cultural heritage sites. In
short, the participants produced knowledge concerning the cultural
heritage they know in the GenAI process, and the visitors took in
the knowledge they created during the exhibition. This also creates
a more dynamic and engaging relationship with participants and
visitors to the exhibition [16, 17].

In the first design strategy using the drawing robot, we sought
to create a tangible interface that would engage visitors and show a
connection with the participants’ GenAI creation process through
the physical drawing process. Previous work has shown that the
robot drawing system can create emotional expression through its
movements [42], thus providing the potential to engage emotion-
ally with visitors who watch the GenAI-co-expressed vision being
drawn live during the exhibition. We reasoned that the physical cre-
ation of the sketch versions of images from the GenAI process could
also engage the visitors to see an intangible process made tangible.
To this end, we applied the Axidraw drawing robot. The images
to sketch are line-drawing versions of cultural heritage sites that
correspond to cultural heritage previously imagined by participants
in the GenAI co-creation process. These images were processed
into Axidraw-compatible SVG format for the robot to interpret and

execute. We excluded images that participants identified as poten-
tially causing bias and stereotypes (4.3.4). When visitors approach
the Axidraw, they activate the drawing process of Axidraw through
a tactile interaction method by touching.

Axidraw’s output serves a dual purpose: it is both an artifact
of the visitor’s interaction and a marker for AR recognition. By
scanning these Axidraw sketches with a mobile AR application,
visitors can view a series of images (from beginning to end) cor-
responding to the sketches generated by the participants in the
co-creation process. Additionally, they can browse through these
images by dragging on the app interface. We provided a QR code
to download the AR software to their phones. Also, we provided
two Android devices in the gallery itself, ensuring the accessibility
of the interaction for engaging with the content.

In the second strategy, we created a landscape with AR markers
for different cultural heritage sites that lead to the same AR images
shown in an application indicated previously. In our design, a 3D-
printed model of chosen cultural heritage sites described by the
participants in the co-creation process was manufactured off-site
and shipped to the exhibition space. This 3D model of cultural her-
itage sites was polished and sanded to ensure a flawless surface for
the projection. A colorful projection was shown on top of the white
surface of the 3D model to mimic the landscape. At the exhibition,
the visitors can interact with the physical cultural heritage model
by scanning the AR markers found next to it. Scanning the AR
markers with the app shows the images created by the participants
in the co-creation process with AI.

Our exhibition design rationale is based on two design strategies:
delivering the intangible values of cultural heritage by embedding
and embodying meaning [21]. Embedding meaning is manifested
through sensorized objects such as the drawing robot and 3D mod-
els, which physically represent cultural narratives and allow direct
interaction with the intangible aspects of heritage. Concurrently,
embodying meaning is expressed as visitors engage in meaningful
actions, like operating the robot or scanning the models. These
gestures do more than trigger digital content; they enhance visitors’
connection to the cultural significance and intangible values of the
heritage displayed.

6 DISCUSSION
6.1 Enhancing Expressive Narratives through

Co-creation with GenAI
GenAI is emerging as a powerful co-creative medium, sparking
personal narratives and expressions among participants about cul-
tural heritage. It visualizes these narratives in the form of images,
thereby serving as a tool for knowledge dissemination. In the co-
creation process, participants initially struggle with abstract ideas
and disjointed memories, finding it difficult to convey their desired
themes. However, the iterative prompting process showed how
individuals can fine-tune and clarify their concepts through visual
feedback [15, 38]. Moreover, while envisioning the future of cultural
heritage, participants consistently link scenes of cultural heritage
with their memories. This is evident in section 4.1, where partici-
pants add more prompts to ensure the details in the images align
with their memories. For instance, participants change the stone’s
description, the roads’ width, etc., in the prompts to match their
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“Seeing the scene of the flood in CH generated by GenAI reminded me of 
the time I visited the Roman Colosseum...... It also instilled in me some confidence 
about rebuilding after a disaster.”

“The image of the Forbidden City in the forest, generated by GenAI, gave me 
a sense of solitude, as if the Forbidden City is standing there alone, neglected 
and unvisited. This also made me think that while protecting cultural heritage, 
we should strive to balance between avoiding the impacts of excessive tourism 
and preventing it from becoming ignored and forgotten. After all, it's the 
attention of people that gives meaning to our cultural heritage.”

Figure 9: In the demonstration, two types of makers are available for visitors to scan through amobile AR app: Axidraw sketches
and AR tags on local-based 3D models. After scanning, visitors will see the generative sequences co-created by workshop
participants and GenAI corresponding to the sketches or the 3D models of cultural heritage sites. By clicking on each image,
visitors can also view the participants’ key comments.

memory. This aligns with previous literature that suggests humans
tend to think about the future based on assumptions about the
past [26]. The powerful visualization capabilities of text-to-image
generation tools precisely aid participants in better associating their
allocations and experiences with cultural heritage, resulting in more
nuanced thematic expressions. After viewing the AI-generated im-
ages, which reveal aspects beyond her initial focus solely on the
cultural heritage, P4 offered more intricate descriptions of the Drum
Tower’s surroundings. These elements can potentially guide the
prompt’s creator towards new, ideation-rich directions, making the
narratives richer [23]. This highlights GenAI’s ability to aid in self-
expression and innovative storytelling in areas that demand narra-
tive and expression, like writing novels [67], creating metaphors
for science writing [37], and creating design proposals [15] etc.
These findings have implications for the design of image synthesis
systems for creativity support.

6.2 Innovating and Reflecting on Cultural
Heritage through Co-creation with GenAI

We also observe that GenAI not only enhances individual creativity
but also fosters reflection and coming up with innovative strategies
for cultural heritage protection. This is accomplished by visualizing
unforeseen future scenarios where cultural heritage is threatened,
stimulating participants’ speculation. Many of these reflections and

strategies originate from the unexpected results within the images
of cultural heritage under threat. For instance, the surrounding
stores are adorned in a style harmonious with the Drum Tower,
neon lights absent in reality, and the Forbidden City ensconced in
a forest—these are the unexpected elements GenAI infuses into its
generated images, surpassing the confines of the initial prompts.
These differences from reality drive participants to compare and
reflect on the discrepancies between the imagined scenarios in AI-
generated images and actuality, leading to new understandings and
ideas. This is also shown in previous research that the unexpected
differences between the prompt and the generated image’s interpre-
tation yielded new insight for and excitement from participants [23].
Furthermore, previous studies have indicated that low-friction and
provocative AI-generated images are more likely to spark positive
lateral thinking due to their ability to open up greater imaginative
space and possibilities [23, 31].

Another reason participants developed new ideas about cul-
tural heritage preservation is due to our designed co-creation pro-
cess, which places them speculatively envision future scenarios
of cultural heritage under threat. Moreover, this co-creation pro-
cess with GenAI has the potential to raise awareness of cultural
heritage protection(4.2.2). This suggests that one promising appli-
cation of text-to-image generation technology is aiding speculative
design [43–45]. Unlike traditional speculative approaches, such as
design fiction and co-design [68], GenAI offers a visually intuitive
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Figure 10: Images from the exhibition display prototypes
of the design for AR-based interaction with participant-
generated images: (Above) Utilizing an Axidraw robot to
sketch images based on line-drawing versions of cultural
heritage images. The images drawn also serve as markers
for the AR interaction, revealing the full-colored versions of
images created by participants in the co-creation process. (Be-
low) Employing landscape-based AR interaction to showcase
participant-generated images of cultural heritage futures
via AR markers on a 3D printed landscape. The markers are
identical to those used in the Axidraw drawings and simi-
larly trigger the display of participant-created images on an
Android device.

and empowering platform for exploring alternative worlds through
iterative prompting, thereby provoking reflections on the issues
under consideration [19]. Furthermore, integrating personal nar-
ratives with these visual expressions could capture public interest
in urgent matters like climate change and heritage conservation.
These generated images may serve as compelling visuals for public
events [52], illustrating how personal perspectives on global issues

can be conveyed through imaginative and striking imagery, thereby
elevating awareness of these socially significant concerns.

6.3 The Double-Edged Sword of GenAI
Co-Creation

In the co-creation process, we observed several challenges novice
participants face when co-creation with GenAI (4.3). A notable
challenge is that they find that GenAI sometimes fails to identify
keywords in prompts, exacerbated by novices not always crafting
clear, complete, or understandable prompts for GenAI. This often
leads to ambiguities or incompleteness in the interactions, high-
lighting limitations in GenAI’s capacity to comprehend contextual
knowledge.

Furthermore, issues have been raised regarding the contradic-
tion of GenAI-generated images with real-world logic. This may
stem from GenAI’s apparent lack of understanding of physical laws,
causality, or the logical relationships between objects, as it relies on
statistical patterns in data rather than real-world logic [6]. This ob-
servation is consistent with the concern that AI-generated images
may present new challenges for fact-checkers [36]. While rarely
mentioned by previous work, this issue is particularly pronounced
given our study’s focus on using GenAI tools to replicate real-world
scenarios, underscoring our concern over the limitations of employ-
ing GenAI in contexts that can adversely affect user experience.
The inconsistent logic and the lack of consistency in the outcomes
of images generated from the same prompts underscore the incon-
sistency in GenAI’s image creation process. This randomness often
hampers the ability to accurately replicate specific details or visual
elements.

In addition to this inconsistency, another issue of interacting
with text-to-image GenAI tools is the potential for misinformation
and bias [10]. Ruha Benjamin’s "Race After Technology" exposes
the hidden biases in algorithms, revealing their potential to per-
petuate harm, particularly in predictive policing, risk assessment
tools, and facial recognition technology. Despite being perceived as
impartial, these technologies can actually deepen racial inequalities
due to biased design and implementation processes, amplifying
their negative effects on marginalized communities [9]. The bias
introduced by GenAI as a new technology was also mentioned in
our results(4.3), which showed that P13 believes that the gener-
ated character exhibits stereotypical Eastern facial features, and
P14 thinks that the generated Buddha statue incorporates elements
from other styles. This can be explained by previous work regard-
ing how training data for generative models may contain historical
and cultural biases, potentially reinforcing existing inequities and
stereotypes rather than enabling users to envision new possibili-
ties [23]. This suggests that future use of GenAI tools in cultural
heritage dissemination must be particularly vigilant in ensuring
that the cultural knowledge expressed is qualified with proper as-
sumptions about how the data is used to generate the artifacts.
It also suggests that cultural heritage information about past and
future records needs to be carefully vetted for inaccuracies and
biases when using GenAI.

The challenges encountered in the co-creation experience with
GenAI included imperfections that introduced ambiguity diverging
from the anticipated outcomes derived from participant prompts.
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However, this deviation from expectations also stimulated partici-
pants’ creativity, encouraging innovative ideas and expanding their
initial narratives. Therefore, the influence of GenAI on the user
experience presents both benefits and drawbacks, highlighting the
necessity for improved design strategies in GenAI co-creation pro-
cesses to take advantage of inspiration while reducing limitations
of bias and inconsistency, aiming to nurture creativity while en-
hancing the user experience, particularly in contexts that demand
creative storytelling with GenAI support. Drawing from our find-
ings, we advocate for these specific design considerations:

(1) Adaptive Image Editing: In the iteration process of gen-
erating images with GenAI, it becomes challenging to re-
vert to a previous step for modifications when considering
the inconsistencies of the results produced by the AI. This
predicament raises the question of whether we can edit spe-
cific sections of an already-generated image during creation.
Ideally, this would involve incorporating elements from prior
satisfactory images into the current creation or pinpointing
particular regions for refinement via prompt input.

(2) Predictive andCustomizable Prompts:Novice users found
it challenging to ensure every keyword in their prompts is
effectively reflected in GenAI. Thus, we propose the need
for GenAI to support predictive adjustments and automatic
modifications before generation. Allowing the system to
parse a user’s input and create text prompts automatically
could enhance this process. Previous research suggests that
a bottom-up approach would enable users to manually refine
prompt improvements by selecting from pre-defined param-
eters manually, thus offering more granular control over the
text prompt [18]. Additionally, providing more selectable
options for prompt editing near the input box, such as style
choices, could inform users of the various ways to exert more
control over the generated images.

(3) Mitigating Bias with Ethical Modals: Regarding poten-
tial biases that text-to-image generation tools may introduce,
it is encouraged to utilize more complete and unbiased train-
ing sets that do not contain historical biases and cultural
practices. Ethical modal [7] can also be employed to ensure
that the data generated is fair to people from diverse cultural
backgrounds. This is especially important when images from
text-to-image generation tools are disseminated to the public
because large public engagements can potentially spread er-
roneous and biased information if unchecked. Furthermore,
ensuring greater transparency and regulation of algorithms
is important to prevent them from replicating or exacerbat-
ing existing social biases [9].

(4) Improving Idea Capture: It appears that participants can
generate creative ideas when co-creating with GenAI. How-
ever, existing GenAI tools do not adequately facilitate par-
ticipants in capturing these insights and inspirations for
later reference. This becomes particularly crucial in fields
related to art and design [15, 38], where reliance on GenAI
for inspiration is prevalent. This also urges us to investigate
methods of incorporating this feature into the co-creation
process with AI. This integration would help capture and
reflectively process the diverse and integrated ideas that

emerge during the interaction. For example, one solution
can be an integrated dashboard within the GenAI interface
that allows users to capture, visualize, and organize their
creative inspirations and ideas in real time. Others can be
an idea evolution tracker, a feature that tracks the evolution
of ideas over time, showing how initial concepts inspired by
GenAI evolve into final artworks or designs.

6.4 Limitations and Future Work
In exhibition design, we’ve proposed an interactive approach grounded
in 3D modeling and Axidraw-based AR scanning to facilitate tan-
gible engagement. However, we’ve only taken preliminary steps
in this direction. In the future, we’re eager to deepen our explo-
ration and iteration on leveraging materials acquired through our
co-creation process for exhibition design. In our final formal exhibi-
tion, we aim to gather visitor feedback through interviews to draw
the design implications of exhibition design and show the cultural
heritage’s intangible value. Furthermore, we want to explore how to
elevate visitors from passive receivers of information to proactive
creators of a sense of place within the exhibition design [11]. For
instance, we’re considering strategies to involve visitors in con-
tributing their stories, drawings, or reflections on cultural heritage
sites to other visitors, whether through digital media platforms,
boards, or physical walls. This initiative aims to weave together a
vibrant tapestry of the site’s history and future aspirations.

Our participants hail from Chinese-speaking communities and
are interested in cultural heritage, though they are not specialists
in the field. Consequently, their insights may lack technical and
historical accuracy depth, particularly in specialized discussions
or interpretations. Additionally, our participant group may not
adequately represent the broader public’s views, including those
indifferent or opposed to cultural heritage preservation. Moreover,
since cultural heritage is closely linked to specific cultural contexts,
given that our participants are exclusively from Chinese-speaking
communities, our results might not be generalizable to other cul-
tural or linguistic groups. Therefore, future research should explore
a variety of user groups, including those with varying levels of
expertise, from different communities, countries, and cultural back-
grounds, and with diverse attitudes towards cultural heritage. Even
though our participants can speak English, it is not their native
language. Despite the accuracy of translation software, participants
may still face barriers in expressing complex ideas.

Our current focus has been primarily on participants’ imagi-
native projections and thoughts regarding the future of cultural
heritage. It’s also worth expanding our exploration to understand
how GenAI can function as a tool in narrating the past and present
of cultural heritage. For instance, when participants utilize GenAI
to reconstruct past cultural heritage, we can investigate the nar-
ratives they create and the memories they evoke. Moreover, we
can explore how participants generate scenarios related to familiar
and unfamiliar aspects of cultural heritage. This examination may
uncover whether they envision less in unfamiliar scenarios or artic-
ulate more in familiar ones, shedding light on potential differences.
Furthermore, since our study has primarily involved individual nar-
ratives, there’s a compelling need to investigate how communities
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engage in dialogues about their perceptions of cultural heritage
through a collaborative prompting process with AI.

7 CONCLUSION
Our research delved into the dual aspects of leveraging GenAI for
both narrating and propagating the intangible knowledge encapsu-
lated in cultural heritage. Initially, we set up a co-creation frame-
work with GenAI, enabling participants to project future cultural
heritage scenarios. Through the aid of visual prompts generated by
GenAI, this initiative fostered enhanced storytelling and personal
bonds with heritage, encouraging a more profound and extensive
comprehension of cultural heritage. The serendipitous insights
gained from the GenAI conversions introduced reflective discus-
sions on the preservation of heritage. We also outlined GenAI’s
constraints in facilitating storytelling and suggested targeted design
strategies in response. Expanding our exploration, we designed how
images and stories crafted in partnership with GenAI could be in-
strumental in curating an exhibition of cultural heritage intangible
knowledge dissemination utilizing the Axidraw robot and AR. Such
integration in our study aims to safeguard and enhance our grasp
of cultural narratives for posterity, illustrating a forward-thinking
approach to heritage dissemination.
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