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Figure 1: Three participants, Alice, Bob, and Carol, debating in an online forum with the assistance of GenAI. The debate topic
is "Messi vs. Ronaldo: Who is better?" Insert figure credit: Football España (left), BBC Sport (right).

ABSTRACT
Online debates can enhance critical thinking but may escalate into
hostile attacks. As humans are increasingly reliant on Generative
AI (GenAI) in writing tasks, we need to understand how people
utilize GenAI in online debates. To examine the patterns of writ-
ing behavior while making arguments with GenAI, we created an
online forum for soccer fans to engage in turn-based and free de-
bates in a post format with the assistance of ChatGPT, arguing
on the topic of "Messi vs Ronaldo". After 13 sessions of two-part
study and semi-structured interviews with 39 participants, we con-
ducted content and thematic analyses to integrate insights from
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interview transcripts, ChatGPT records, and forum posts. We found
that participants prompted ChatGPT for aggressive responses, cre-
ated posts with similar content and logical fallacies, and sacrificed
the use of ChatGPT for better human-human communication. This
work uncovers the way polarized forummembers work with GenAI
to make arguments online.
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1 INTRODUCTION
People engage in activities in online forums to exchange ideas and
express diverse opinions. Such online activities can evolve and
escalate into binary-style debates, pitting one person against an-
other [69]. Previous research has shown the potential benefits of
debating in online forums such as enhancing deliberative democ-
racy [3, 20, 65] and debaters’ critical thinking skills [73, 81]. For
example, people who hold conflicting stances can help each other
rethink from a different perspective. However, research has also
shown that such debates could result in people attacking each other
using aggressive words, leading to depressive emotions [67]. Ha-
tred could spread among various groups debating different topics
[27, 56, 80], such as politics, sports, and gender.

In recent years, people have integrated Generative AI (GenAI)
into variouswriting tasks, such as summarizing [1], editing [44], cre-
ative writing [8, 44, 88, 89], as well as constructing arguments [28,
44] and assisting with online discussions [45]. This raises new con-
cerns in online debates. For example, an internally synthesized
algorithm of large language models (LLMs) could produce hallu-
cination [12, 61], which may act as a catalyst for the spread of
misinformation in online forums [12]. In addition, GenAI could
introduce biased information to forum members [61], which may
intensify pre-existing debates. Moreover, integrating GenAI into
various writing scenarios may also result in weak insights [21]. All
of these issues may potentially harm the ecology of online forums
debates.

Hence, this study aims to explore how people use GenAI to make
arguments in debates on online forums through a qualitative study
design. The use of GenAI is not only transforming everyday writing
practices, but also potentially shaping the future online argument-
making paradigm. Previous studies have demonstrated the potential
of co-writing with GenAI, focusing primarily on its influence on
individual writing tasks [1, 8, 28, 44, 88], but how might people
use GenAI in online debates? To explore how people utilize GenAI
for argumentative writing in online forums, we created an online
forum for participants to debate with the assistance of ChatGPT
(GPT-4o) (Figure 1). This study enables us to observe the process
of people making arguments, as well as their process data of using
GenAI. We will examine three research questions to understand
how the use of GenAI shapes debates in online forums:

RQ1: How do people who participate in a debate on online
forums collaborate with GenAI in making arguments?

RQ2:What patterns of arguments emerge when collaborating
with GenAI to participate in a debate on online forums?

RQ3: How does the use of GenAI for making arguments change
when a members join an existing debate in online forums?

Given the universality and accessibility of debate topics, we
chose one that is widely recognized and able to spark intense
debates—soccer, which is regarded as the world’s most popular
sport [71]. Building on this topic, we selected "Messi vs. Ronaldo:
Who is better?" as the case for our study because it has been an
enduring and heated debate among soccer fans. We created a small
online forum as the platform for AI-mediated debates, particularly
focusing on the debates amongmembers and their interactions with
ChatGPT. This approach enables more detailed observation and

analysis of the entire process while fostering a nuanced understand-
ing. The study consists of two parts: a one-on-one turn-based debate
and a three-person free debate. In the first part, two participants,
each supporting either Messi or Ronaldo, took turns posting argu-
ments against each other, mirroring the polarized debates that are
omnipresent online. In the second part, a new participant joined the
ongoing debate, and three participants were allowed to post freely
without the turn-based restriction, reflecting the spontaneous and
unstructured nature of debates on social media. After the two-part
study, semi-structured interviews were conducted to explore the
participants’ experiences. The researchers then applied qualitative
analyses of interaction records, posts, and interviews.

We found that participants prompted ChatGPT for aggressive
responses, trying to tailor ChatGPT to fit the debate scenario. While
ChatGPT provided participants with statistics and examples, it also
led to the creation of similar posts. Furthermore, participants’ posts
contained logical fallacies like hasty generalizations, straw man
arguments, and ad hominem attacks. Participants reduced the use
of ChatGPT to foster better human-human communication when a
new member joined an existing debate. This work highlights the
importance of examining how polarized forum members collabo-
rated with GenAI to engage in online debates, aiming to inspire
broader implications for the ongoing socially oriented applications
of GenAI.

2 BACKGROUND
2.1 Making Arguments in Online Forums
Online communities are inherently heterogeneous andmulti-faceted,
with goals that include entertaining, information exchange, social
support, and prestige [30, 55]. Given the diverse range of discussion
topics, there are online communities focused on politics [25, 51, 58],
fan-fiction [7], sports [33, 85, 92, 93], career mentoring [75], Ko-
rean popular music (K-pop) groups [59], virtual communities [16],
live streaming [46–48], and so on. As online communities can vary
greatly in purpose, scope, and topic [26], our research focuses on
argument-based and forum-style communities. These types of fo-
rums are identified as essential places for people to voice their
opinions and engage in debates with each other [60].

Even though the motivations for establishing communities are al-
ways to benefit their members and form a bond among them [30, 53],
dissonance may arise in forum discussions as part of the commu-
nity activities. Specifically, political forums may be inherently more
prone to incivility than forums about other topics [11], as research
has suggested that "interactions between ideologically opposed
users were significantly more negative than like-minded ones" [52].
Nevertheless, another study challenged this popular belief by sug-
gesting that intra-group members holding the same sides of the
political spectrum can have an even higher amount of polarizing
and aggressive comments compared to inter-group members [11].

Similar debates can also occur in sports communities. Sports
fans who support different players may treat each other as enemies,
and their attitudes can vary according to team performances [92].
In these circumstances, expressing emotions can easily turn into
aggressive posts, trolling behaviors, and even a vicious circle by
down-voting and spreading negative feelings [85]. Another work re-
vealed that members with higher inter-group contact levels tended
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to use more negative words, swear words, and produce more hate
speech comments in their affiliated group discussions compared to
those who only had single-group identity [93].

In light of this, online debates constitute a pivotal component
of online interactions among forum members. Unlike traditional
face-to-face debates, the persuasiveness and effectiveness of online
debates predominantly relies on a form of designing for persuasive
influence [39, 40], thereby highlighting the importance of persua-
sive writing.

2.2 Persuasive Writing
It is common for people holding different views to try to persuade
others when discussing online [72, 87]. Historically, rhetoric and
argumentation can be traced back to Aristotle’s modes of persua-
sion [84]. Contemporary rhetoric studies also focus on argumen-
tation, the audience, and the conditions for rational debates [24].
Toulmin’s model [76], one of the most influential argumentation
models [84], proposed six fundamental argumentative components
including claim, ground, warrant, qualifier, rebuttal, and back-
ing [4, 76, 84]. Previous research has widely adopted Toulmin’s
model as a foundation to improve the persuasiveness of usabil-
ity feedback [57], unveil community opinions on usability [84],
and support system building to enhance argumentation [82, 91].
Compared to other models, Toulmin’s model and extensions have
distinct advantages in specifying various components of the argu-
ment structure, their interconnections, and the inference rules for
constructing textual arguments [4].

More persuasion models have been developed to explain how
people respond to persuasive attempts in marketing and advertis-
ing. For example, the Heuristic-Systematic Model (HSM) of persua-
sion describes how people process persuasive messages through
heuristic and systematic processing [62]. The Persuasive Knowl-
edge Model (PKM) addresses how people recognize, evaluate, and
respond to persuasive content [15].

Building on Toulmin’s model [76], researchers have established
a framework that includes claims, evidence (the information or data
that support the claim), and reasoning (a justification that shows
why the data count as evidence to support the claim) [5]. Claims
can be further classified into different types, including definitive
and descriptive ones [78]. In addition to claims, evidence also comes
in various categories such as numerical data [5], observations [5],
facts [5], examples [68], and counterexamples [29]. In terms of
reasoning, besides typical techniques such as rebuttal [76] and
analogy [86], some fallacies can lead to misunderstanding and even
deceive readers. Fallacies in reasoning can take many forms, such
as hasty generalization [34, 79], ad hominem attacks [34, 79], straw
man arguments [79], misplacing the burden of proof [34], and
irrelevant conclusion [34].

2.3 Co-Writing with AI Assistants
Unlike writing alone, collaborative writing, with either human or AI
assistance, is common and has been applied in various aspects of our
daily life [2, 43, 70].With the support of AI writing assistants such as
Grammarly 1, the writing quality can be significantly improved [13].

1Grammarly: https://www.grammarly.com/

In 2022, the release of ChatGPT by OpenAI represented a pivotal ad-
vancement in the field of human-AI collaborative writing, drawing
substantial attention from various research communities, such as
Human-Computer Interaction (HCI), Natural Language Processing
(NLP), and Computational Social Science (CSS) [42]. Beyond general
writing purposes, human-AI co-writing is widely adopted in specific
use cases such as fiction writing [88, 94], poetry writing [36], the-
ater script writing [54], science and scientific writing [18, 32, 66],
etc. Prior research has also highlighted the promising future of
human-AI co-writing across various application scenarios [50].

In the HCI community, people have designed various human-AI
co-writing tools to explore new writing paradigms. For example,
Dramatron, derived from a large language model, enables partici-
pants to collaborate with AI systems to create theater scripts and
screenplays, proving especially useful for hierarchical text genera-
tion [54]. Similarly, CoPoet is tailored to assist human writers in
crafting poems, enhancing the final outcomes [8]. Wordcraft, an in-
terface designed for story writing, allows AI to serve various roles
such as idea generator, scene interpolator, and copy editor [89].
Audiences prefer specific modes with fine-grained control over
generated text, often expressing satisfaction [94]. Wan et al. [83]
investigated human-AI co-creativity in the prewriting scenario to
shift the focus from convergent to divergent thinking.

Previous research shows that the AI mediator can enhance criti-
cal thinking, which helps in bursting filter bubbles and depolarizing
online communities [19, 45, 73]. However, online debates are in-
herently adversarial, often thriving on polarization to stimulate
engagement and argumentation. This contrast motivates the explo-
ration of how the use of generative AI can be adapted to support
such a polarized and competitive context effectively.

3 METHODS
3.1 Study Design
3.1.1 Study Overview. The study aims to explore the impact of
GenAI mediation on the argumentative behavior of individuals with
opposing viewpoints in online forums. We chose a controversial
topic among soccer fans "Messi vs. Ronaldo: Who is better?" as our
case because this topic is a long-standing and heated debate among
soccer fans. To provide the space for the online debate, we created
a forum on the “Forumotion” 2 platform where we focused on the
conflicts that arise when fans support different players to study
how individuals with opposing viewpoints engage in debates with
the help and support of ChatGPT.

Instead of constructing a large online community, we designed
a small online forum that accommodates only three participants
per session [19, 31], as it allowed us to focus on the essence of the
debate between the participants as well as each of their interaction
with ChatGPT in assisting themwith the debate. Hence, it promoted
more detailed observation and analysis of individual interactions
with both ChatGPT and other participants, aiming to achieve a
nuanced understanding of interaction behaviors in AI-mediated on-
line debates, rather than examining the broad impacts of the online
community on individuals. Each study session in this forum was di-
vided into two parts (Figure 2), which were conducted sequentially.

2Forumotion: https://www.forumotion.com/

https://www.grammarly.com/
https://www.forumotion.com/
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Figure 2: The study is divided into two parts: Part 1, One-
on-One Turn-Based Debate, and Part 2, Three-Person Free
Debate. In Part 1, two participants, Alice and Bob, with oppos-
ing stances, were required to conduct a turn-based debate. In
Part 2, a new participant, Carol, who shares the same stance
as one of the previous participants, was introduced to the
existing debate. Insert figure credit: ESPN FC.

In both parts of the study session, participants were encouraged to
demonstrate their advocacy and form their arguments well. Three
researchers were each responsible for guiding, monitoring, and
interviewing one of the three participants in each study session. To
control the time spent waiting for the responses of the individuals,
we strongly recommend that participants write posts of fewer than
100 words (count = 256 posts, avg = 69.6 words). An overview of
number of posts in the study can be found in Appendix C.

At the beginning of each session, all participants were guided by
the researchers via instruction slides, where the study instructions
were detailed (Appendix A). All participants were then guided to
log in to the forum after they have familiarized with the study
procedure and the assigned tasks. We required participants to use
ChatGPT (GPT-4o) as the only external information provider to
support writing posts during the online debate, while prohibiting
any other use of external resources (e.g., search engines). However,
we did not impose any restrictions on the frequency of ChatGPT
usage. In addition, as we intentionally focused on text-based debates,
we only allowed participants to use plain text (including emojis) to
create posts on the forum, while their interactions with ChatGPT
were not restricted in this regard.

The entire study including the interview was fully conducted
online via Microsoft Teams 3. Each meeting room was exclusively
occupied by one researcher and one participant, with no other indi-
viduals present. We required all participants to share their monitor
display screens throughout the session but did not mandate the use
of cameras due to privacy considerations. To simulate an online
debate in the real world, all participants were only allowed to com-
municate with the other participants through forum posts. Upon
completing the study, participants were compensated for their time.

3.1.2 Part 1: One-on-One Turn-Based Debate (around 45 minutes).
In Part 1, to trigger a simple debate, we purposely matched two par-
ticipants, a supporter of Lionel Messi and a supporter of Cristiano
Ronaldo, to debate in the forum in a turn-based manner. Partici-
pants had unlimited use of ChatGPT and were allowed to prompt
3Microsoft Teams: https://www.microsoft.com/en/microsoft-teams/group-chat-
software

ChatGPT while waiting for the response from the other participant.
To determine the number of posting turns in Part 1, we conducted
three pilot study sessions and analyzed the data collected before
the formal study. To ensure participants had enough time to write
their debate posts and that conversations could be responded to
promptly, we used a flexible approach: 2 to 3 turns per participant
based on the time spent, resulting in 4 to 6 posts (2 turns/4 posts: 7
sessions, 3 turns/6 posts: 6 sessions), after which Part 2 began.

3.1.3 Part 2: Three-Person Free Debate (around 45 minutes). In Part
2, to initiate a more free-form debate that mirrors the spontaneous
and often unstructured nature of debate commonly seen on social
media, we introduced a new participant who supports either Lionel
Messi or Cristiano Ronaldo to the existing debate. Unlike Part 1, all
three participants could post freely without the turn-based restric-
tion (Figure 2). The study ended after all participants had posted at
least three times in Part 2.

3.2 Participants and Recruitment
Our prospective participants were recruited via university email
and social media platforms and were pre-screened for eligibility
based on the soccer player they supported. Only those over 18 years
old who have a clear stance on the Lionel Messi versus Cristiano
Ronaldo rivalry and possess knowledge about soccer tactics were
invited. We recruited 39 participants, but one participant (P39) with-
drew at the beginning of the study session. The demographics are
shown in Table 1. The participants were assigned to 13 designated
sessions based on their stances. They provided their consent to
participate in the study by signing a consent form and agreeing to
have their data collected anonymously. The study passed the uni-
versity’s ethics review, and the data collected was analyzed while
maintaining the anonymity of the subjects’ identities.

3.3 Interview Protocol
In addition to the participants’ debate on the online forum, we
conducted a semi-structured interview with each participant. The
semi-structured interview lasted around 20 minutes. Before the
interview, all participants were informed that the conversations
would be audio-recorded and transcribed verbatim. During the
interview, the researchers encouraged participants to recall and
articulate their experiences of using ChatGPT to formulate their
arguments and post on the online forum, as well as identify their
specific strategies. For those participants who were involved in only
Part 2 of the study, additional questions were asked regarding the
experience of synthesizing existing information. Interviews were
conducted on the Microsoft Teams Meet platform. For two of the 39
participants, interviews were conducted in Mandarin and translated
by three native-speaking researchers. The remaining interviews
were conducted in English. The interview data was audio-recorded
and subsequently transcribed by the research team.

3.4 Data Analysis
3.4.1 Content Analysis. To identify patterns (RQ2) in the argu-
ments created by participants in the online forum, the research
team conducted content analysis of the forum posts. All the coding
processes were conducted manually using spreadsheets. Two re-
searchers independently analyzed all forum posts, with each post

https://www.microsoft.com/en/microsoft-teams/group-chat-software
https://www.microsoft.com/en/microsoft-teams/group-chat-software
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Table 1: An overview of participant demographics in our study. The 39 participants were divided into 13 study sessions, with
each session comprising 3 participants.

Session ID Age Gender Stance Region Experience in GenAI Education

I P1 21 F Ronaldo Mainland China Moderate Undergraduate
P2 25 M Messi Hong Kong No Postgraduate
P3 27 F Ronaldo Mainland China Knowledgeable Postgraduate

II P4 20 M Messi Hong Kong Limited Undergraduate
P5 24 F Ronaldo Mainland China Moderate Postgraduate
P6 24 F Messi Mainland China Moderate Postgraduate

III P7 23 M Ronaldo South Africa Moderate Undergraduate
P8 22 M Messi Hong Kong Limited Undergraduate
P9 24 F Ronaldo Mainland China Knowledgeable Postgraduate

IV P10 19 M Messi Hong Kong Knowledgeable Undergraduate
P11 19 M Ronaldo South Africa Knowledgeable Undergraduate
P12 21 M Messi Hong Kong Moderate Undergraduate

V P13 26 M Ronaldo Mainland China Knowledgeable Postgraduate
P14 22 F Messi Mainland China Moderate Postgraduate
P15 19 M Ronaldo Mainland China Limited Undergraduate

VI P16 21 M Ronaldo Hong Kong Moderate Undergraduate
P17 24 M Messi Mainland China Moderate Postgraduate
P18 23 M Ronaldo Hong Kong Moderate Postgraduate

VII P19 22 M Messi Australia Knowledgeable Postgraduate
P20 23 M Ronaldo Mainland China Knowledgeable Postgraduate
P21 22 M Messi Mainland China Moderate Undergraduate

VIII P22 22 M Messi Mainland China Limited Undergraduate
P23 21 M Ronaldo Mainland China Limited Undergraduate
P24 23 M Messi Mainland China Moderate Undergraduate

IX P25 23 F Ronaldo Mainland China Expert Postgraduate
P26 21 F Messi Mainland China Limited Undergraduate
P27 32 F Ronaldo Mainland China Knowledgeable Postgraduate

X P28 27 M Ronaldo Mainland China Limited Postgraduate
P29 24 M Messi Hong Kong Knowledgeable Postgraduate
P30 20 F Messi Mainland China Moderate Undergraduate

XI P31 19 M Messi Hong Kong Knowledgeable Undergraduate
P32 26 M Ronaldo Mainland China Limited Undergraduate
P33 24 M Messi South Korea Limited Undergraduate

XII P34 24 M Ronaldo Mainland China Knowledgeable Postgraduate
P35 24 M Messi Mainland China Moderate Postgraduate
P36 23 M Ronaldo Mainland China Knowledgeable Postgraduate

XIII P37 22 M Messi Mainland China Knowledgeable Postgraduate
P38 24 F Ronaldo Singapore Moderate Postgraduate
P39 38 M Messi Hong Kong Limited Postgraduate

as a unit of analysis. Next, two researchers consulted previous
literature on argumentation and reasoning to ensure that their un-
derstanding is accurate and appropriate. The two researchers then
held meetings to discuss the patterns emerging from the forum in
several rounds. After resolving disagreements and reaching con-
sensus between the two researchers, a codebook was developed,
including descriptions of each pattern and examples of sentences
from the forum (Appendix B). To compile statistics on pattern oc-
currence, the researchers treated each post as a single unit. The
researchers counted how many posts contained these patterns,
without considering the number of patterns or the frequency of

a single pattern within a post (Figure 7). For formal analysis, two
researchers independently coded the forum posts of the first study
session, resulting in a Cohen’s kappa coefficient of 0.83. Because
of the high agreement between the two researchers in their cod-
ing, each researcher coded the forum posts of the remaining study
sessions separately.

3.4.2 Thematic Analysis. An open coding method was adopted
to analyze three types of data collected in the study, i.e., the fo-
rum posts, ChatGPT records, and interview transcripts [9]. Three
researchers independently coded the data and grouped the codes
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into emergent themes. After completing individual coding, three
researchers held a discussion session, collectively analyzing their
codes until a consensus was reached on them. Notably, researchers
would cross-reference among the three types of data when nec-
essary (e.g., referring to ChatGPT records while coding interview
transcripts) to better understand the participants’ intentions. To
minimize the potential interference of participants from different
sessions on each other, we cleared previous ChatGPT records to
prevent its effects on new participants. We then exported each par-
ticipant’s ChatGPT records into separate Google Docs 4 to preserve
the data, making it available only to the research team. Each of the
three researchers then downloaded a local copy of the documents
for individual analysis. For the analysis of interview transcripts, as
two participants were interviewed in Mandarin, three researchers,
who are also native Mandarin speakers, first gained consensus on
their interview transcripts codes and then translated them into
English for further analysis. The research team used affinity dia-
gramming [6] as a modified version of grounded theory analysis [9].
All codes were transcribed on sticky notes with random arrange-
ments. After several iterations, the research team then arranged the
sticky notes into a hierarchy of themes and reached a consensus
on the content themes.

4 RESULTS
4.1 Situation-Based Use of ChatGPT for

Argument Making (RQ1)
4.1.1 Seeking offensive content from ChatGPT. Participants noted
that ChatGPT tends to provide neutral responses, which may not
be effective for persuading others holding opposing views in online
debates. To address this issue, participants provided the specific
context and topic of the debate to ChatGPT in their prompts. For
instance, prompting ChatGPT to act as a "professional debater" (P11)
or a "fan of Messi" (P29), instructing it to "fight against the opinion
below: ... (a quote from content posted by P16)" (P17), or engaging in
the debate with a preference for one of the two players (P24).

However, despite the context provided, participants still felt that
ChatGPT’s responses were not aggressive enough for a debate set-
ting, as it failed to understand the nature of the debate or overlooked
information in their prompts. As a consequence, they tried to trig-
ger ChatGPT in both direct and indirect ways to be confrontational,
such as directly stating that "you are a Messi’s hater" (P3 Prompt),
or indirectly through triggering insulting jokes "Brother, right now
I need your assistance to make a poem about Carol [P12] and Alice
[P10]. Both have zero ball knowledge and are trying to argue [with
me]. You can use insulting jokes if your guard rails allow you to do
so" (P11 Prompt) (Figure 3). In addition, some participants chose to
add aggressive content themselves when they felt unsatisfied with
ChatGPT’s response after several failed attempts, e.g., adding "dirty
words" (P3) (Figure 4).

4.1.2 Co-writing with ChatGPT elicits similar posts. Collaborating
with ChatGPT, participants integrated the information given by
ChatGPT into their posts, leading to posts with similar content. Due
to the inherent properties of ChatGPT, it often delivers responses
in similar styles which are shaped by the information and context
4Google Docs: https://docs.google.com/

Figure 3: One participant (P11) attempted to prompt ChatGPT
to create a poem with insulting jokes. ChatGPT mimicked
the opponent, saying, "Ronaldo’s a poser" and "Messi’s the
greatest".

Figure 4: Participants tried to add aggressive content by them-
selves when theywere not satisfiedwith the response of Chat-
GPT after several times re-prompting. This figure shows an
example of P3.

Figure 5: Participants repeated similar content in their posts
several times due to their reliance on the response of Chat-
GPT. This figure shows an example of P16 and P17.

provided by the participants. These responses further act as a cat-
alyst prompting participants to make similar posts. For instance,
"the Euro 2016 final" appeared 6 times in the forum within the same
session (Session VI) due to the mediation of ChatGPT’s response
(Figure 5).

https://docs.google.com/
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Figure 6: Participants shared similar content in their posts,
regardless of whether they were opponents (Example 1) or
teammates (Example 2). By quoting other members’ posts to
prompt ChatGPT, and then acquire information from Chat-
GPT, the posts had similar content.

In addition, we observed that the behavior of participants prompt-
ing ChatGPT to generate an entire post also leads to similar content
in their forum posts (Figure 5). This phenomenon is evident in
Session VI, where the sentences in the posts share similar content.
In this study session, P16 first prompted ChatGPT to help generate
a paragraph aligned with his stance, then revised it slightly and
posted it on the forum. P17 then quoted the posts from P16 as part
of the prompt to ChatGPT, "give me an opinion that Messi is the best
soccer player in comparison with CR7 to counter the opinion below: ...",
which led to ChatGPT’s response having similar content to P16’s
posts, which P17 then used to form his posts (Figure 6).

4.1.3 Balancing ChatGPT assistance and human expertise. Partici-
pants utilized ChatGPT as a search tool or an assistant to support
their arguments. They emphasized ChatGPT’s inability to work
independently (e.g., P8) and believed they cannot be treated as a
real human teammate due to its lack of opinion (e.g., P17).

On the one hand, participants valued ChatGPT for its efficiency
in extracting critical information such as statistics of goals and
commercial values of a player (P20) to support their argument
as needed "I think finding data on the internet is too exhausting,
while ChatGPT can give me a summary of the sea of information
online. It provides me with what I want briefly and directly" (P20
Interview). P3 echoed this sentiment, explaining, "I have a very
blurredmemory about some points, and I cannot come upwith detailed
information. Then I will tell generative AI that I need this information,
and it will tell me ... I think the original idea came from me, and
the generative AI helps me to complete it". With the assistance of
ChatGPT, participants also tended to think more rationally, as P9
stated, "The key point is that it [ChatGPT] can actually work better
than humans in this way because we are often controlled by emotions,
whereas ChatGPT is not" (P9 Interview)

On the other hand, we identified five main reasons that partici-
pants tended to avoid using ChatGPT in the following conditions:

a) Familiarization with the topic, e.g.,"I am familiar with Messi
and Ronaldo, so I will insist on my opinion instead of the one provided
by GPT, and I know mine is better than its" (P19 Interview).

b) Absence of latest information, e.g., as described by P10 "If I am
looking into some incidents that happened a long time ago, like the
performance of Messi in 2014, I will use the generative AI. But for his
performance this year or last year, I would use my own knowledge"
(P10 Interview).

c) Failure to identify credible sources, especially in comparison
with the search engines, e.g., "I think the internet is more reliable
than ChatGPT because when you google some information, it can
show a lot of different sources like Baidu, wikis, news, articles, blogs,
and so on. You can compare the information from different sources
and choose the most accurate one" (P34 Interview).

d) Stilted style of responses. e.g., adjusting the style of commu-
nication to fit an online forum by removing the bullet points in
ChatGPT’s response, as noted by P24: "I would not use bullet points
provided by ChatGPT in my post, because they are too formal to be
used in an online forum discussion", and adding slang or emojis (e.g.,
P9, P10, P13 and P14) (Figure 10).

e) Disagreements with ChatGPT, e.g., the subjective judgment
of whether Messi has disrespected audiences in Hong Kong (P28).

4.2 Patterns Emerging in Forum Posts (RQ2)
In online forum debates, participants made claims to support their
own stances, provided evidence informed by ChatGPT, and bridged
these two components through reasoning (Appendix B). It is worth
noting that in the process of reasoning, participants may commit
logical fallacies.

4.2.1 Value-based claims, examples, and hasty generalizations are
the most frequently appearing patterns in the forum debates. To ex-
press opinions, participants mainly adopted five kinds of claims:
definitive claims, descriptive claims, value-based claims, conces-
sive claims, and advocacy claims. Participants used value-based
claims 125 times, making it the most frequently occurring pattern
(Figure 7). Moreover, participants adopted concessive claims from
ChatGPT, e.g., "while Messi is undeniably great, Cristiano Ronaldo
stands out for his versatility and achievements" (P11 Post), and "While
Cristiano Ronaldo offers impressive goal-scoring and physical pres-
ence, Messi’s all-around contributions and positive influence on team
dynamics give him a superior edge in both performance and team
spirit" (P4 Post). Although participants entered the study with a
clear stance, ChatGPT may offer themmore dialectical perspectives,
allowing them to consider the advantages of both sides.

Participants reported that statistics help make arguments: For
example, "I believe the evidence and the statistics are most persuasive"
(P19 Interview). This was echoed by P10 "Athletes’ performance
must be validated by objective data such as trophies because [subjec-
tive] words can be fabricated, and fans can embellish their character,
making words less convincing" (P30 Interview). Specifically, statistics
such as "Howmany goals has Ronaldo scored in his entire career? How
many championships has he won? Howmany awards has he received?
These statistics are convincing" (P18 Interview), which in turn could
support their stances "Messi has 45 champions, but Ronaldo has less
than 35 ... And Messi has 8 Ballon d’Or and Ronaldo only has 5" (P19
Post).

Interestingly, even though participants reported that "statistics"
are useful for persuading others, it was not the most used type of
evidence for persuasive writing. Instead, they utilized examples and



CHI ’25, April 26-May 1, 2025, Yokohama, Japan Zeng et al.

Figure 7: The statistics show the frequency of different ar-
gumentation patterns across three categories (i.e., claims,
evidence, and reasoning) based on the number of posts in
which these patterns are present.

Figure 8: Participants prompted ChatGPT for statistics and
integrated the content generated by ChatGPT into their posts.
This figure shows an example of P10.

personal observations the most to persuade others (Figure 7). More-
over, most of the statistics in the posts created by participants came
from ChatGPT, whereas facts, concrete examples, and personal ob-
servations tended to come from the participants’ own knowledge
(Figure 8). For instance, P29 posted "Ronaldo is incredible, no doubt,
but Messi’s magic is unmatched. He doesn’t just score—he creates,
dominates, and makes the game beautiful. Messi has 4 Champions
League titles, often being the key player. As for Messi in Hong Kong,
I was there during the training session. He did show up in the first
section but then felt unwell. Later, he did not train with the team in
the last couple of hours. The injury is real, and this is normal in the
world of football. It has nothing to do with his personality". In this
post, the first half was generated by ChatGPT, while the latter half
came from the participant’s own observations.

As the whole writing process was assisted by ChatGPT, the fre-
quency of committing ad hominem fallacies was relatively low,
appearing only 23 times. On the contrary, the use of hasty gen-
eralizations was the most frequent logical fallacy committed in
reasoning. This may be due to participants acquiring partial in-
formation from ChatGPT. Participants selectively asked ChatGPT
for statistics of a specific match such as "Messi in his first season
in Ligue 1" (P32 Prompt) trying to use it to prove that "Messi can-
not play very well if he isn’t in Barcelona" (P32 Post). Meanwhile,
ChatGPT provided a large amount of evidence, but the participants
only selectively picked them to support their arguments. Under
these circumstances, hasty generalizations may emerge when they

attempt to use a single example to support a grand argument. For
example, as the participant asked both about "Laliga" and "UEFA"
(P32 Prompt), the posts only contained statistics of UEFA favoring
Ronaldo as "Messi has scored 129 goals in 163 Champions League
appearances, while Ronaldo is the all-time top scorer in the UEFA
Champions League with 140 goals in 183 appearances", accompanied
by a conclusion given by the participant "I think it makes him better
than Messi" (P32 Post).

In summary, value-based claims, examples, and hasty generaliza-
tions are the most prevalent patterns for claims, evidence, and rea-
soning, respectively. While value-based claims may have emerged
because the debate topic was inherently value-based, the hasty
generalizations can be caused by selective information acquisition
from ChatGPT.

4.2.2 Combinations of various patterns enhance persuasiveness. To
form a comprehensive argument, participants combine various
patterns in one post. For example, participants mentioned that "I
randomly came up with some ideas and used generative AI to so-
lidify them" (P3 interview). Under this circumstance, participants
came up with the opinion based on their stance, and ChatGPT pro-
vided support their opinions, resulting in a combination of patterns
as "Claim + Evidence".

Despite the popularity of "Claim + Evidence", there are other com-
binations that also merit our attention (Figure 9). We observed re-
buttals are often paired with counterexamples, which are identified
as "Reasoning (rebuttal) + Evidence (counterexamples)". This type
of combination was commonly used against value-based claims,
which were subjective and lacked definitive proof, e.g., "If CR7 can
lead Real Madrid to victory as you said, why can’t he score goals and
help Portugal win the World Cup and this year’s European Cham-
pionship?" (P2 Post). Another notable combination is the "Claim
+ Claim" combination, which often appears as a concessive claim
that partially acknowledges others’ argument before presenting
the personal argument. This approach is frequently used when it is
challenging to deny a claim outrightly, e.g., "While I acknowledge
that Messi’s World Cup win elevates his team honors above Ronaldo’s,
I must emphasize that Ronaldo has often been more crucial to his
team" (P13 Post). In addition, some participants employed the com-
bination of "Evidence + Evidence", believing that "the evidence
speaks for itself". Thus, they listed various types of evidence (sta-
tistics, facts, examples, personal observations, etc.) to form their
arguments without any claim or reasoning as a conclusion.

4.3 Changes After a New Participant Joined the
Debate (RQ3)

Based on our observation, during the transition from Part 1 to Part
2, participants maintained the original workflow: first prompting
ChatGPT, then selecting the information provided, and finally or-
ganizing their thoughts along with the information from ChatGPT
to make posts. Nevertheless, we identified three changes after the
new participant joined the debate.

4.3.1 Teaming up with another forum member and ChatGPT. After
a new participant joined the debate, on the one hand, participants
who shared the same stance chose to team up with each other and
prompted ChatGPT to build on their teammates’ arguments. For
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Figure 9: Other combinations of patterns: (A) "Reasoning
+ Evidence": The use of rebuttals and counterexamples. (B)
"Claim + Claim": The use of concessive claims with other
types of claims. (C) "Evidence + Evidence": The combinations
of different types of evidence.

example, P19 mentioned, "I can simply support P21 and add more
information. I am not afraid, even if there are 10 or 100 people sup-
porting Ronaldo. I will be able to fight them all back" (P19 Interview).
On the other hand, participants without a teammate chose to team
up with ChatGPT, alleviating the feeling of isolation. For example,
P35 noted, "After P36 joined, it felt like the GenAI and I formed a
two-person team to fight against opponents, which made me feel less
isolated and more confident in the debate" (P35 Interview).

4.3.2 Reducing the use of ChatGPT for better engagement in debates.
Despite teaming up with ChatGPT, participants reported that using
ChatGPT to make posts was inefficient, as they had to think about
how to prompt it and interpret its responses. P3 pointed out, "I take
toomuch time on prompting ChatGPT, and it is really time-consuming,
whichmakesme angry". As a result, we observed that human-human
interaction was sacrificed for human-AI interaction, echoing P15’s
sentiment: "people’s discussion is reduced [on the forum]". To address
this issue, participants decided to reduce their interaction with
ChatGPT after a new participant joined and instead focused more
on the online forum to enhance community engagement, especially
for the solo participant. P11 explained, "when the third guy [P3]
joined, I just gave up [using ChatGPT to answer my questions] and
started using my own answers, only using ChatGPT to reformat and
check for grammar and orthographic mistakes" (P11 Interview).

4.3.3 Synthesizing the previous information with the assistance of
ChatGPT. The new member utilized ChatGPT to synthesize the
debate context and main insights. As P24 mentioned, "I joined the
discussion midway, so I needed the ChatGPT to summarize and an-
alyze the exact situation and main points of the discussion. I think
I used it for that purpose" (P24 Interview). In addition, some par-
ticipants chose to synthesize the information themselves instead
of using ChatGPT, e.g., "I do not use it [ChatGPT] because I want
the direction of the whole discussion to be determined by myself " (P9
Interview). In addition, a new participant can inspire other forum
members, "the third participant [P27] introduced fresh perspectives
and ideas, which inspired me to contemplate new expressions beyond
their statements" (P26 Interview).

Figure 10: Participants combined the content generated by
ChatGPT with Internet slang and emojis to adjust the lan-
guage style, aiming to make it more human-like.

5 DISCUSSION
5.1 Theoretical Implications
Our study explored the progress of online argument-making with
the assistance of GenAI. To answer the first research question, our
findings suggest that participants prompted GenAI by providing
the specific context of the debate, trying to provoke aggressive
responses. In this process, they also tried to balance their original
stances and opinions with the content provided by GenAI. Various
patterns emerged from the online forum posts, and participants
combined different patterns for argumentation. They also commit-
ted logical fallacies in collaboration with GenAI. After a new person
joined the debate, participants tended to maintain the original work-
flow of interacting with GenAI, while some reduced the usage of
GenAI. In the free debate, two participants in the one-on-one debate
formed teams with either a new member or GenAI, depending on
their stances.

5.1.1 Balancing the role of GenAI in the debate (RQ1). Previous
research has primarily focused on the outcomes of co-writing with
GenAI, evaluating the benefits and challenges. However, few studies
have delved into the detailed process of argument-making. In our
study, we observed that participants adapted their strategies to
tailor GenAI to fit the debate scenario in online forums better. Some
strategies are adjusting prompts from general to specific, providing
detailed context, or assigning a particular role for GenAI, such as "a
football fan" or "a professional debater". These findings extend the
understanding of previous work as prompting can be challenging
for participants in teamwork [22], and can also be challenging for
non-experts to prompt GenAI [90]. In our context, where GenAI
was used simultaneously by online forum members, the prompting
process was straightforward for participants.

With support from GenAI, participants gained the confidence
to express their opinions. Previous research has also shown that
GenAI-powered assistance is beneficial for lifting people’s confi-
dence in writing [44]. GenAI tools such as ChatGPT efficiently
extract information from the Internet, allowing participants to cre-
ate more straightforward outlines in academic writing and draw
direct inspiration from it [77]. However, in our study, participants
noted that the content provided by ChatGPT was too formal and
unnatural for forum posts. As a result, they adjusted the posting
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style to better fit the online forum’s tone. The adoption of ChatGPT
produced posts with similar content. Although GenAI has been
utilized as a tool for enhancing critical thinking skills [73], our find-
ings revealed its potential harmfulness in inhibiting participants
from developing a dialectical perspective and depth of thought.

In our research, participants did not tend to embrace opinions
from ChatGPT or build up reciprocal relationships with it. In other
words, they did not tend to adapt their opinions or stances to fulfill
ChatGPT’s expectations. Instead, they tended to maintain control
over the entire debate. This aligns with previous literature implying
that GenAI has limited normative influence on the co-writing pro-
cess [28]. Our research also suggests the situational use of GenAI,
as participants chose to ignore ChatGPT’s responses when there
were disagreements of opinions among them. Participants wanted
to integrate GenAI’s content with their thoughts or utilize it to
support their ideas. This notion corroborates with previous re-
search on GenAI’s roles when doing creative design tasks, showing
that there was a latent hierarchy placing human thoughts above
GenAI’s content. Specifically, participants viewed GenAI as a val-
idator when disagreements arose, whereas they treated GenAI as a
supporter when agreements were reached [22]. This observation
also aligns with previous findings about GenAI’s limitations in
changing people’s stances [73], as participants reported that when
disagreements arose, they chose to insist on their own opinions
rather than follow the guidance of GenAI. In conclusion, partici-
pants strategically prompted ChatGPT to acquire information and
support their opinions, and they even gave up using GenAI when
facing disagreements, resulting in the situational use of ChatGPT.
These findings, to some extent, challenged previous studies which
suggest that ChatGPT could decrease users’ sense of ownership
for argumentative writing [42, 44]. We infer that when polarized
fans have a clear stance in online forums, they have a sense of
accountability to take control of the debate.

5.1.2 Creating similar posts and logical fallacies (RQ2). Our re-
search indicates that participants brainstormed debate strategies
with GenAI, acquired vital information, such as statistics and exam-
ples from GenAI, and incorporated them into their arguments. This
finding echoes prior research which indicates that GenAI could
shift participants’ opinions by exerting informational influence,
emphasizing its capability of providing new information and per-
suasive arguments [28], which may escalate into ethical concerns
on the manipulation of people’s opinions [23].

Participants in an online debate produced posts with similar
content when collaborating with ChatGPT. For example, P4 made
arguments based on the same angle of "vision and creativity" three
times. Within the context of argumentative essay writing, previous
studies have also reported that utilizing GenAI could largely reduce
the diversity of people’s writing [44]. In addition, homogenization of
content may further undermine people’s critical thinking skills [61].

In addition to similar content, participants also committed logical
fallacies in their posts. Previous research has found that deficiencies
of GenAI caused by the internally synthesized algorithm of lan-
guage models [12, 61], which include biased information [61] and
misinformation [12, 95]. In contrast, we focused on the behaviors
being manifested in collaboration with GenAI. We explored logical

fallacies users commit, such as hasty generalizations, ad hominem
attacks, and straw man arguments.

Although it is widely recognized that the sports community was
overwhelmed with inter-group conflicts and hostile comments [85,
93], in our study, ad hominem attacks in the posts were relatively
low compared to other kinds of fallacies (Figure 7). In light of this,
future research may explore GenAI’s latent persuasive abilities and
its potential for alleviating hostile online debates [28].

5.1.3 Maintaining the original workflow while reducing the usage of
GenAI after a new member joined (RQ3). Our research also revealed
the impact of GenAI on human behaviors. Previous work found
that GenAI may disrupt the argument-making process and force
participants to evaluate GenAI’s suggestions [28]. However, prior
research did not explore the detailed workflow of this process. In
contrast, our research revealed that participants derived a behav-
iorial route of prompting, obtaining information, and organizing
thoughts in their interactions with GenAI and tended to maintain
this behavior throughout the process.

After the third participant came into the forum, participants’
perceptions toward GenAI changed. We observed that participants
teamed up with GenAI during the debate, especially those without
a human teammate in Part 2 whose feelings of isolation urged them
to do so. This finding extends prior literature on the relationship
between humans and GenAI [22]. However, after teaming up with
ChatGPT and spending more time interacting with it, the partic-
ipants without a teammate may give up using GenAI for a more
timely response. This finding contradicts previous quantitative
measurements showing that GenAI-powered assistance benefits
people’s productivity [44]. Even though the time for writing may
decrease for argumentative essay writing [44], participants can
spend more time interacting with GenAI. This disparity might be
caused by the differences between the formal setting of essay writ-
ing and the informal setting in online forums. Furthermore, there
might also be discrepancies between participants’ thoughts and
actions, and thus, even though they may improve their productivity
with the assistance of GenAI, they could still perceive this process
as time-consuming.

While previous research has suggested that GenAI can help
students become more engaged with asynchronous online discus-
sions [45], our study within a debate setting contradicts this to
some extent. Participants found communication with GenAI to be
distracting, which hindered their engagement in the debate. This
may be explained by GenAI’s strengths in providing information,
coupled with its limitations in reasoning.

5.2 Practical Implications
5.2.1 Visualizing logical constructs by GenAI. Participants commit-
ted logical fallacies in their posts, highlighting issues in logical
construction during the GenAI-mediated online argument-making
process. With the continuous evolution of GenAI, it is becoming
increasingly flexible in supporting various multimodal input/output
(I/O) combinations. Practitioners may consider leveraging various
techniques to visualize content structure and logical flow when
writing opinion-based pieces. For example, the system could ex-
plicitly highlight the logical relationships among different pieces
of content. This practice could help enhance users’ awareness of
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the structural and logical aspects of their arguments, promoting
iterative rethinking and critical evaluation of logic during argument
formation. By doing so, users might create more logically coherent
content, thereby enhancing efficient and constructive argument-
making on online platforms.

5.2.2 Developing intent-based argument-writing AI assistants. We
observed that participants adopted diverse methods to interact with
ChatGPT, negotiating and balancing their own thoughts with the
content provided by ChatGPT when drafting posts. This practice
is often time-consuming and sometimes fails to meet participants’
personalized needs when arguing with others online. In light of this,
practitioners may consider adapting the characteristics of AI agents
to better fit users’ argument-writing needs based on their previous
argument-making styles and human-AI interaction records. This
may involve analyzing the patterns they commonly use when argu-
ing with others and the types of information they retrieve from AI
agents. This approach could create a more personalized argument-
writing companion, reducing the direct prompt engineering effort
required and promoting intent-AI interaction [10]. Consequently,
this may be helpful in improving users’ experience, attitudes, and
continued intention to use GenAI.

5.3 Limitations and Future Work
5.3.1 Generalizability of participant characteristics. Although we
selected a topic that is relatively well-known globally and tried
to include participants with diverse demographic characteristics,
the majority of our recruited participants were non-native English
speakers from Asia. As a result, the debate in the study may re-
flect culture-specific perspectives and vary across different ethnic
backgrounds. In addition, all participants had an educational back-
ground as undergraduate students or even received postgraduate
education. Thus, we probably ignored some marginalized groups
on online forums. Therefore, other research may consider further
diversifying the pool of participants to improve the generalizabil-
ity of the study and pay much more attention to the marginalized
groups, who might be vulnerable to hostile opinions and have less
training in critical thinking skills.

5.3.2 Modalities of content in online forum posts. One limitation
is that participants were required to post text-based content and
emojis to the online forum. This meant that content with other
modalities (e.g., images, audio, video, etc.) was excluded from this
study. However, online forums in the real world usually support
posting content in various formats, each of which can help forum
members express their opinions and feelings. In light of this, future
research may consider including richer modalities in online posts
such as GenAI-cocreation of images in diverse contexts [17, 37, 38,
41], and exploring the patterns that emerge from these posts.

5.3.3 Number of online forum members. Real online discussion
often involves multiple members, some joining early and others
joining later. In our study, the first two participants were intro-
duced in Part 1, and the third participant was introduced in Part 2,
representing those who joined subsequently. The number of partic-
ipants was limited to three to prevent potential chaos during data
collection and presentation. However, the limited number of forum
members may not fully capture the dynamics of real online forum

discussions. A larger scale of the forum discussion might lead to
more intricate discussions and interactions between participants
and ChatGPT, potentially influencing the depth and complexity of
the discourse. Therefore, further investigation on this topic may
consider to involve more forum members to understand people in
real-world scenarios better.

5.3.4 User interface and interaction design. Participants were re-
quired to share their screens throughout the entire study process,
during which we observed a degree of incoherence when they ac-
cessed ChatGPT to construct arguments on the forum. Participants
needed to interact with ChatGPT while communicating with other
forum members in separate panels. Frequently switching between
ChatGPT and the forummay have reduced participants’ willingness
to use ChatGPT and distracted them from the online discussion.
Future work may consider seamlessly integrating GenAI into the
online forum interface to promote both human-AI interaction and
human-human communication.

5.3.5 Evaluation methods of online arguments’ persuasiveness. We
primarily employed qualitative methods to interpret data from fo-
rum posts, ChatGPT records, and interviews. While qualitative
methods are effective for probing participants’ perceptions, behav-
iors, and experiences, we did not measure the persuasiveness of
their arguments. Therefore, future research may consider adopt-
ing quantitative methods to assess the persuasiveness of writing
outcomes in collaboration with GenAI. This approach may provide
direct evidence to evaluate the effectiveness of GenAI in co-creating
arguments with humans.

5.3.6 Lack of representation of actual online posting environments.
To better observe the argument-making process, we designed both
a turn-based debate and a free debate, aiming to gain a nuanced
understanding of argument-making behavior in online forums and
participants’ usage of ChatGPT. However, this artificial setup cannot
perfectly replicate natural online debate in a forum where mem-
bers might hold a variety of stances rather than being extremely
polarized as we assumed, either supporting Messi or Ronaldo. If
the research setting were based on real online forums instead of
the one we designed, it might better represent actual online com-
munication environments and reduce the Hawthorne effect caused
by the research.

5.3.7 Constrained use of ChatGPT and other tools. To better un-
derstand how people use ChatGPT, participants were not allowed
to use third-party search engines such as Google during the study.
However, in reality, forum members are not forced to use ChatGPT
or other specific tools in a constrained way. Additionally, as we used
only one GenAI tool, ChatGPT (GPT-4o), as our study apparatus,
it also constrained how people obtained the data. Consequently, it
may be worth exploring the interplay between GenAI and other
types of tools complementing each other to see how GenAI can
integrate with participants’ information acquisition more naturally.

6 CONCLUSION
Our study explored the process and outcomes of co-writing with
LLM-powered GenAI within online forums. We designed a two-
phase study that included a one-on-one turn-based debate and a free



CHI ’25, April 26-May 1, 2025, Yokohama, Japan Zeng et al.

debate in which engaged forum members could make arguments
with the assistance of ChatGPT. Through this research setting, we
tried to understand the dynamics of GenAI-mediated polarized
debate.

The research findings suggest that participants prompted Chat-
GPT for aggressive responses, specifically targeting the debate
scenario. On the one hand, participants used ChatGPT to acquire
information and make arguments. This could provide them with
new perspectives and enhance their critical thinking skills. On
the other hand, the issue of balancing the roles of humans and
GenAI in online forums arose. After a new participant joined the
debate, participants decided to reduce the usage of GenAI since it
might interrupt human-to-human communication in online forums.
Moreover, while using ChatGPT in online debates, participants com-
mitted logical fallacies, including hasty generalizations, straw man
arguments, and ad hominem attacks. This provides guidance for
researchers and practitioners to pay close attention to addressing
the potential concerns in human-AI co-writing. This work extends
the existing literature that primarily focuses on the individual use of
GenAI, exploring the simultaneous use of GenAI amongst groups of
usage communities, particularly during argumentation and debate.
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A.2 Part 1: One-on-One Turn-Based Debate
1. You should post at least two messages (Each post is strongly
recommended to be limited to 100 words).
2. You should wait for the response before you post your next
message.

A.3 Part 2: Three-Person Free Debate
1. The debate will end until all have posted at least 3 messages (Each
post is strongly recommended to be limited to 100 words).
2. No need to be turn-based. If you want to post something, you
can post it immediately.
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B CODEBOOK

Table 2: The codebook of emerging patterns from the forum.

Patterns Description Examples
Use of definition-based
claims

Making arguments to clarify the
essence or core identities

Messi’s resilience is not just about physical
endurance but also mental strength.

Use of descriptive
claims

Making arguments to portray the
peripheral characteristics

(Cristiano Ronaldo contributed a brilliant
reverse stick goal in the semi-final against
Juventus.) He also contributed superb goals
in the knockout stages.

Use of value-based
claims

Making judgment to prove that some
action, belief, or condition is right or
wrong, good or bad, beautiful or ugly,
worthwhile or undesirable [64]

Lionel Messi is the greatest footballer in
history due to his unparalleled skill, creativity,
and consistent brilliance.

Use of concessive
claims

Continuing to make one’s own
arguments while agreeing with part of
the other person’s point [74]

I agree that any man who commits sexual
assault is trash. But let’s talk about Messi’s
personal life.

Use of advocacy claims Arguing that certain conditions should
exist [64]

First of all, comparing team honors should not
be done in terms of numbers alone, but rather
in terms of the gold content of the
championships as well as the degree of
contribution to the tournament as a whole.

Use of statistics
(numerical data) in the
evidence

Using numerical summaries [63] Moreover, Messi has provides more assists (318
vs. 229) than Ronaldo. And his goal-to-game
ratio is superior, averaging 0.87 goals per game
compared to Ronaldo’s 0.77.

Use of background
information in the
evidence

Providing contexts that are essential
for understanding the arguments [49]

Even when injured in the 2016 Euro final,
Ronaldo led and inspired his teammates from
the sidelines, playing a key role in Portugal’s
triumph.

Use of personal
observations in the
evidence

Justifying claims based on what has
been directly seen or experienced [35]

I would like to bring up the best argument for
Messi being the GOAT, the recent world cup
win. I will admit I thank my lucky stars
that I was able to witness a football match
like that.

Use of facts in the
evidence

Providing evidence that the audience
will accept as as being objectively
verifiable [64]

Ronaldo has faced serious allegations of sexual
assault.

Use of examples in the
evidence

Using instances to provide the
empirical grounding for the claims [63]

The most impressive examples are his hat-trick
against Spain in the 2018 World Cup and his
hat-tricks against Wolfsburg and Atletico
Madrid in the Champions League.

Use of
counterexamples in the
evidence

Providing a possibility that is
consistent with the premises but
inconsistent with the conclusion [29]

Alice: ... In my opinion, the GOAT should
excel under different coaches and with
different teammates. Messi found a system that
worked for him at Barcelona and stayed, but
it’s hard to argue he’d be just as successful at
other clubs. The ability to thrive in various
environments is crucial, and that’s where
Ronaldo has proven himself superior. Bob:
Playing for more clubs and countries should
not be considered as better. On the other
hand Ronaldo did not show dominance
after his first Man Utd and Real years.
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Patterns Description Examples
Use of rebuttal in
reasoning

Countering the validity of previous
arguments by setting aside the general
authority of warrant [76]

"Messi is not the most important player in the
final" means that you did not watch the game.
Football is not only about scoring.

Use of analogy in
reasoning

Making a comparison between two
similar cases and inferring that what is
true in one case is true in the other [14]

Football is not only about scoring. If so,
Anthony is probably better than Modric.

Use of irrelevant
conclusion as fallacies
in reasoning

Ending with a conclusion that is not
related in any necessary way to the
premises [34]

Market value means nothing lol, Messi is 2
years younger than Ronaldo and that’s why.

Use of hasty
generalization as
fallacies in reasoning

Trying to support a general claim by
offering a story, which is just a single
incident [34, 79]

Despite Messi and Ronaldo they have both
won the Ballon d’Or and their individual
abilities are outstanding, Messi is the one who
led the Argentine national team to win the
World Cup and Copa America, which has fully
demonstrated his leadership ability. Since 2022
was a tough time for Argentina, Messi’s
achievement of leading Argentina to the World
Cup somehow gave the Argentine people a
great encouragement. That’s why I consider
Messi is more outstanding than Ronaldo, cause
he knows how to be a better leader and how to
cheered his team up.

Use of ad hominem
attack as fallacies in
reasoning

Rejecting or dismissing another
person’s statement by attacking the
person rather than the statement
itself [34, 79]

Chris you have 0 ball knowledge.

Use of misplacing the
burden of proof as
fallacies in reasoning

Arguing that something is true simply
because no one has proved it false, or
that something is false simply because
no one has proved it true [34]

I recognize that Ronaldo has not won a World
Cup. Soccer is a team sport and Portugal is a
little less strong overall. How many of
Argentina’s goals to win the World Cup came
from Messi? How many of the goals were
sporting goals? And how many goals came
from penalties?

Use of straw man
argument as fallacies in
reasoning

Distorting or misrepresenting the
opponent’s argument, thus making it
easier to knock it down or refute it [79]

Bob: In terms of team honor, whatever in
National team or club team, Messi had more
champion cup than CR7, with a total number
of 45, and also has a biggest honor– the FIFA
world cup. In terms of personal honor, Messi
has eight Ballon d’ Or awards and more
European Golden Shoe and some other
personal honor. All in all, whether it is
individual honor or team honor, Messi is better
than CR7, CR7 outstanding place only more
Champions League. Alice: First of all,
comparing team honors should not be
done in terms of numbers alone, but
rather in terms of the gold content of the
championships as well as the degree of
contribution to the tournament as a whole.

C NUMBER OF POSTS
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Table 3: An overview of post counts in the study.

Session Total Part 1 Alice Bob Part 2 Alice Bob Carol
I 18 6 3 3 12 3 5 4
II 15 6 3 3 9 3 3 3
III 20 4 2 2 16 7 6 3
IV 31 6 3 3 25 11 9 5
V 18 6 3 3 12 6 3 3
VI 18 6 3 3 12 6 3 3
VII 17 6 3 3 11 5 3 3
VIII 14 4 2 2 10 3 4 3
IX 20 4 2 2 16 10 3 3
X 13 4 2 2 9 3 3 3
XI 15 4 2 2 11 5 3 3
XII 13 4 2 2 9 3 3 3
XIII 44 6 3 3 38 35 3 0
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